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FOREWORD

The study presented in this report was performed for the Office of
Biotechnology and Human Research, National Aeronautics and Space Adminis~
tration under Contract No. NASw-535. The work was accomplished under
the jurisdiction of Captain Frank B. Voris, MC USN, Chief, Biotechnology
and Human Research Division and Mr. George Chatham, RBH, Office of
Biotechnology and Human Research.

The program has been an interdisciplinary study of biological mecha-
nisms, particularly biosensors, for application to instrumentation design
and engineering and represents an extension of work done by Allied Research

Associates, Inc. under Contract NASr-16.
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1. Introduction

This report and the first Summary Report1 summarize the results
to date of a review of biological mechanisms for application to instrument
design and engineering performed for the National Aeronautics and Space
Administration, Biotechnology and Human Research, Office of Advanced
Research and Technology, under Contract NASw-535. The report is pub-
lished in two documents:

ARA-T-9211-5 Second Summary Report on a Review

Volume I of Biological Mechanisms for
Application to Instrument Design
ARA-T-9211-5 Bibliography of Biosensors, A
Volume I Sampling of the World Literature

1900-1963 (Third Edition)

Principles of biosensor organization, structure, and function,
throughout the sensed parameters, were investigated for application to

engineering problems.

Biological sensors are the mechanisms which enable a living
organism tc monitor its environment (both internal and external). As such,
they are vital to successful survival. It is not surprising, therefore, that
these tiny transducers and their associated systems are so sensitive and
highly developed. In addition to their extreme sensitivity, they exhibit
other characteristics desirable in instrumentation such as wide dynamic
range, low power requirement, self-protecting mechanisms, specificity,

etc.

Vital to the space program and technological progress elsewhere,
the study of biosensors can also lead to a better understanding of man's
sensory and data processing ability, thus making possible the development
of new methods of communicating information into man, new transmission
systems, new data processing techniques, solution to man/machine inter-
face problems, and the incorporation of man, as a component, into a physical

system.
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The pressures and demands of our space exploration programs and
the new requirements being established by our progress in space, are
accelerating the need for advances in many areas of instrumentation.

There is little assurance that all of these needs will be adequately met by
the conventional process of refining or inventing strictly ''physical"
measuring devices and systems. It seems reasonable therefore, to examine
the principles of a different technology--the technology of nature--which
accomplishes many of our goals and to derive new techniques to solve the

problems of today and anticipate the needs of tomorrow.

Some of the ways in which the functional mechanism of biosensors
can be applied to develop new concepts of instrumentation, enhance and
extend the homan senses, and improve the sensitivity of existing instrumen-
tation are illustrated in the remainder of this report and in the previous

report.

The approach and method previously developed (see ARA-1025,
Section I) as well as the body of data accumulated and evaluations made
provided valuable guidelines and a base for this interdisciplinary work.
The extensive literature gathering and review was updated and current
data incorporated into the material analyzed. Potentially promising appli~
cations and directions recommended in the preceding report were investi-
gated and developed further. Additional principles were investigated and

applied.

Several of these concepts are ready for intensive investigation to dem-
onstrate proof of principle and prototype development. Others need further
study. And there are many yet to be uncovered by further engineering and

biological analyses.

1 ARA-1025 Summary Report on a Review of
Biological Mechanisms for Application
to Instrument Design, January 1962

ARA-1026 Bibliography on Biosensors, A Sampling
of the World Literature, 1900-1961
(Second Edition)
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2. Mechanoreceptors

From the point of view of engineering application, the structure and
response of biological sensors detecting the mechanical characteristics of
environment, orientation, pressure, etc., compared with other biosensors,
can be most closely duplicated with available materials. There are, however,
many design subtleties intrinsic in mechanoreception processes which can
lead to entirely new, more sophisticated, or intrinsically simpler instrumen-
tation to improve or replace currently available techniques for sensing
mechanical parameters. For example, one very intensive area of physio-
logical research is the mammalian ear. This is of interest to bionics
because of its extreme sensitivity, methods of information handling and its
self protective character. A more detailed and comprehensive discussion of
physiological structure and function of other mechanoreceptors is presented

in the first summary report on this program (see Ref. 2-1).

2.1 The Ear as a Transducer

Although the mammalian ear is a commonly accepted prototype of the
microphone, it can also be regarded froman engineering point of view as a
displacement detector and pressure transducer having characteristics of
operation which are somewhat more sophisticated than those of its man made
mechanical counterparts. It is with these features of its operation, rather than
its function as a sound transducer, that we will here be concerned. Incorpo-
rated in its total structure are elements which serve as safety devices and
filters as well as acoustic transmission elements. Man made pressure
transducers, in which commonly the pressure induced deformations of an
elastic member are sensed by electrical gages, do not incorporate specific
mechanical safety devices or acoustic filters. In fact, safety margins for
overpressures in man made instruments are by factors of two or three,
while in the ear they may be as high as several orders of magnitude; any
filtration which is required in man made instruments is performed on the

electrical output signal.

2.1.1 Phylogenetic Development

Many of the invertebrates possess sensory mechanisms designed

to respond to sound. Some of these have been described in a previous report
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on this study ARA-1025, (Ref. 2-1). The first development of a hearing
organ as such appears in the lowest vertebrates, the craniate fishes, in
certain canals associated with the lateral line. It is in these animals that
the hearing or vibration sensing apparatus is first removed from the outer
environment by a canal structure with the hearing sensors being embedded
in a fluid manufactured by the animal. Vibrations in the surrounding environ-
ment must first be transmitted through this fluid to the sensory cells. The
canal structure of the lower vertebrates eventually evolved into the complex
cochlea of the higher animals.

The auditory ossicles may have had their origins in the small
ossicular structures associated with the swim bladders of the fishes. It is
in birds that a single ossicle first appears to couple the external auditpry
structure with the cochlea sensing mechanism. In all the higher mammals
the ossicular apparatus is virtually the same, consisting of the three ossicles
forming the transmission line and accomplishing other subsidiary functions

between the external tympanum and the internal cochlea.

2.1.2 Sound Energy Path

The path of acoustic energy impingent upon the human eardrum

has been indicated schematically in Figure 2-1. The eardrum, a highly
damped membrane structure, responds to the overpressures and under -
pressures by displacements which are transmitted to the malleus, the first of
the three ossicles in the middle ear. These displacements result in rotations
of the malleus which are transmitted to the second ossicle the incus. The
latter, rotating in the same sense as the malleus, is in contact with the third
ossicle, the stapes causing a rotation and a linear displacement of the latter.

The foot plate of the stapes is in contact with vestibular fluid and inward

stapes displacements cause compre ssions of the fluid to travel into the cochlea,

a coiled structure which is shown in Figure 2-1 unrolled. The coiled cochlear
passageway is divided into three compartments by Reissner's membrane and
the basilar membrane. The fluid motions induced by the stapes occur in the
upper compartments shown in Figure 2-l,are transmitted across Reissner's
membrane,and result in a downward displacement of the basilar membrane.

It is in the basilar membrane that the hearing organ is located and it has been

2-2




FIG. 2-1
MIDDLE AND INNER EAR SCHEMATIC,

ADAPTED FROM VON BEKESY, REF. 2-2

MALLEUS

AXIS OF ROTATION
OF THE MALLEUS

VESTIBULE

REISSNER'S
MEMBRANE

BASILAR
MEMBRANE
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hypothesized thatthe displacement of the organ serves to trigger impulses to
the brain via the auditory nerves to give the sensation of hearing. This
explanation is admittedly much simplified but serves in a general way to

indicate the path of sound energy transmission through the auditory apparatus.

2.1.3 Output Signal

It has not yet been possible to demonstrate the exact mechanism
in the basilar membrane whereby the mechanical acoustic energy is trans-
duced to an electrical signal. However, there are sensitive cells called hair
cells that are surrounded by the endings of the auditory nerve. It has been
hypothesized that pressure changes in the cachlea result in deformations of
the basilar membrane which are transformed by the hair cells into electrical
potential differences. Von Békésy has indicated that displacements of the
hair cells result in electrical potentials called microphonics which are exactly
in phase with the displacements (2-2). In experiments in which a trapezoidal
mechanical displacement was applied to the basilar membrane, the potentials
are also trapezoidal in form as shown in Figure 2-2. The results of these
experiments indicate that the inner ear mechanism is a displacement trans-
ducer rather than a velocity transducer. -

Stuhlmann (2-3) has suggested that the mechanical excitation
of the hair cells occurs in the manner shown in Figure 2-3. The hair cells
are embedded in the Organ of Corti and are in contact with the tectorial
membrane. A displacement of the basilar membrane results in deflections
of the tips of the hair cells and bending of the hair cell body. Stuhlmann

suggests that the hair cells act as levers with the fulcrum at the surface of

the cell where the bristle emerges. From an engineering approach, however,

the cells can be considered to be individual cantilever beams and as such,
the maximum stress in the deflected position occurs at the bristle junction
point and this is transmitted to the hair cell base. Since the cochlear nerves
are in contact with the hair cell bases, it would appear that the source of the

microphonic potentials is in this area of maximum mechanical stress.
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FIG. 2-3

SCHEMATIC REPRESENTATION OF HAIR CELL
ACTION DURING DEFLECTION OF
BASILAR MEMBRANE
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2.1.4 Displacement Sensitivity

The extrermme displacement sensitivity of the auditory
mechanism at the threshold of hearing make this structure an attrac-

tive one as a possible prototype of a dynamic transducer. It is of some
interest to examine the quantitative values of the vibration amplitudes of
inner ear structures at the threshold of hearing. At approximately 1600 cps,
both the stapes and basilar membrane (see Figure 2-1) in man show the

minimum displacement at threshold. These have been given below:
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The threshold deflection values for the basilar membrane and
the stapes appear to be slightly larger than the random amplitude which
results from Brownian motion.

In considering the ear as a basic displacement transducer, it
would be interesting to study mechanical methods of simulating the basilar
membrane-hair cell complex as the sensing device for it is here that the

extreme sensitivity of auditory apparatus probably arises.
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2. 1.5 Pressure Sensitivity

Examining the ear as a displacement sensing device, the
set of structures associated with the basilar membrane was of interest.
Examining the ear as a pressure transducer it appears to be more useful
to consider a number of its elements rather than the cochlea sensing
mechanism alone. These elements including the tympanum and the ossicles
and their associated musculature and ligaments perform more than an
energy transmission function, and it is with the associated ancillary functions
which we will here be concerned.

In overall operation,the ear exhibits a large dynamic range of
pressure sensitivity. At threshold the sensitivity of the mammalian ear to
pressure variations is a function of frequency and is different for different
species. Minimum values for a number of mammals is given in Table I

below:

Table I. Awuditory Threshold Pressures

Minimum Threshold Pressure Frequency to achieve
minimum pressure
psi atmosphere cps
Man 1.2x107°7 8.1x10° 1 3500
Monkey 1.0x107? 6.8x10 ! 8000
Cat 7.2x10" 10 4.9x10° 1! 8000
Guinea Pig |7.2x107% 4.9x1077 1000

The values of the minimum pressure have been given in atmo-
spheres in Table I to emphasize the high sensitivity in terms of overpressure
against base pressure since the ear operates at a base pressure of 1 atmo-
sphere. In the human ear the threshold for pain is at an overpressure of

approximately 106 times the threshold values, an exceptionally wide range.

2-8
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2.1.6 Mechanical Advantage

Air pressure variations impinging upon the eardrum result in
forces in the ossicles. These forces are applied over the area of the foot-
plate of the stapes and cause pressure variations in the vestibular fluid. It
is the pressure variations in the fluid which are sensed by the hearing organ,.
hence, a gross measure of the mechanical advantage of the system is the ratio
of the vestibular hydraulic overpressure to that of a given aerodynamic over-
pressure at the surface of the eardrum. Experiments by von Bé&k€sy
(2-4) have indicated that this pressure ratio may be as high as 14. The area
of the eardrum in man is some 23 times the afea of the footplate of the stapes,

hence it appears that all the available area is not completely effective.

2.1.7 Ossicular Transmission Apparatus

In the mammalian ear, the three ossicles serve more than an
energy transmission path. With their associated musculature and ligaments
they perform protective and frequency filtering functions as well. The
vestibular apparatus in the cochlea, as was shown previously, is enormously
sensitive and very delicate and nature has provided several safety mechanisms
to protect the sensing structure against dangerous overpressures. Small
muscles attached between two of the ossicles and the walls of the middle ear
cavity serve to change the acoustic coupling between the bones at their articu-
lation and this mechanism allows filtering action of broad bands of high or
low frequencies.

A major protective mechanism for high overpressures is the
malleus-incus articulation. This joint can dislocate with large deflections of
the eardrum, and re-articulate when the the disturbance has subsuded. There
are two intra-aural muscles: 1) the tensor tympani which is inserted in the
malleus, and 2) the stapedius, which is inserted in the stapes near its articu-
lation with the incus. The action of the two muslces is opposed. Increased
tension in both of the muscles tends to decrease the coupling between the
malleus and incus, and thus allow dislocation to take place. In this mode
of operation the malleus and incus act as a mechanical slip clutch which is
put in the slip condition by muscle contraction. As such it may serve as a

model for a mechanical safety device in a pressure transducer subject to

2-9
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occasional excessive overloads.

It is interesting to note that the contractions of the tensor
tympani and stapedius muscles bring additional safety mechanisms into play.
The underpressure, following an overpressure of sufficient magnitude to cause
malleus-incus dislocation, would tend to bulge the eardrum outward. The
contracted tensor tympani restrains this action. This restraint is possible,
since the malleus is firmly fixed to the eardrum in the region where the
tendon of the tensor tympani is inserted into the neck of the malleus.

Contraction of the stapedius muscle increases the tensions in
the membrane connecting the foot plate of the stapes to the periphery of the
oval window. This action is illustrated in Figure 2-4, which has been
adapted from Reference 2-2. Von Bé&késy (2-2) has estimated that the
contraction of the stapedius in man can attenuate lower frequencies by a
factor of 2 which in effect halves the mechanical advantage of the composite
system.

The stimulus for the intra-aural muscle contractions has been
shown to arise in the eardrum itself (2-5). The muscle contractions are a
reflex response to excitation of the eardrum.

Varying tensions in the two muscles also serve to alter the
transmission characteristics of the system. As tension in the muscles
increases, the lower frequencies become more attenuated, and transmission
of the higher frequencies is enhanced. This action may be characterized as
a push-pull effect with suppression of the low end of the sound spectrum
coupled with the simultaneous amplification of the high end. At least part of
this effect is due to the change in coupling at the malleus-incus articulation.

The ear may serve a model of a high sensitivity pressure
transducer which employs redundant mechanical safety devices for high over-
pressure and underpressure conditions. It incorporates mechanical frequency
filtration and both the safety mechanisms and filters are actuated in
external elements. This in effect protects the sensitive sensory mechanism
from damage prior to the transmission of dangerously high pressures to the

cochlea.
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FIG. 2-4
ACTION OF THE STAPEDIUS MUSCLE IN
INCREASING THE TENSION OF THE STAPES
MEMBRANE WHICH DECREASES THE
TRANSMISSABILITY OF LARGE PRESSURE PULSES
INTO THE VESTIBULAR FLUID. (SCHEMATIC)

STAPEDIUS RELAXED
/- STAPES

\—VESTlBULAR FLUID

/—STAPEDIUS CONTRACTED
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2.2 Simulation of Aural Mechanical Safety Mechanisms in

Pressure Transducers

The main safety mechanism against overpressue in the mammalian
ear is in the ossicular chain - the three middle ear bones and their associ-
ated muscles, ligaments and articulations. The application of this principle
to the development of a practical, self-protective pressure transducer must
firstdelineate the mechanical principles involved in protecting the mammalian
hearing sense organ against overpressure thendesign and constructa mechanical
model of a pressure transducer, which incorporates the safety principles
found in the biological counterpart and the scaling factors determined
necessary for the application. The investigation should consider the effects
of the incorporated safety mechanisms on the transmitted dynamic pressure
signal. It would be desirable to determine signal attenuation as a function of
frequency. Although considerable material exists in the literature the oper-
ation of the biological mechanism in its safety mode must be detailed by
dissection of middle ear preparations of large and small mammals as well
as enlarged mechanical models of the mammalian ear structure.

We may then proceed to the design of a breadboard model of a
pressure transducer to automatically withstand dynamic overpressure of at
least one order of magnitude over the maximum measurable pressure. The
actual pressure range of this transducer would be determined and the oper-

ation of the designed safety mechanism tested.

2.3 Single Sideband Communication of Speech

In radio communication, speech is transmitted by the modulation of
a carrier wave. In amplitude modulation, the amplitude of the carrier wave
is modulated by the speech waveform. Thus let fc be the carrier frequency,
100 a the percent modulation, and f(t) the speech waveform. The modulated

carrier wave may be expressed as

F(t) =[ sin wact] (1+af(t))
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Suppose that f(t) is a pure sine wave of frequency fm. Then,

F(t) + [ sin wact] (1+ e sin wamt)

sin vact +% {cos 2w (fc-fm)t

-cos 2n(f +f )t
c m

Thus, as a result of the amplitude modulation, the radiated wave F (t) now
consists of the original unmodulated carrier wave (sin Zvrfct) together with
two ''sidebands' - i.e. waves whose frequency is displaced by an equal
amount of fm above and below the carried frequency fc.

In single sideband transmission only one of these three components
of the modulated carrier is transmitted. This may be either the upper (cos
2m (fc + fm) t ) or lower (cos 2w (fC - fm ) t) sideband. One reason for doing
this is to conserve transmitted power. Theoretically all the intelligence
information is contained in one sideband and thus there is no need to transmit
the other sideband and the carrier.

In order to rederive the speech intelligence at the receiver, the
carrier must be reinjected. This may be done by product detection: the
received signal, say cos 2« (fc + fm)t, is multiplied by the reinjected

carrier cos 2w f:: t, yielding

¢ (t) = cos Zw(fc+ fm)t X cos 2 fc' t

I

l !
> {cosZw(fc+fc+f )t
+ cos 2n(f - f'+f¢ )t}
c ¢ m

fc and fc' will be almost equal. Let 6 = fcz f', i.e. the error in the

f
c
reinjected carrier frequency.

The result of the product operation may be filtered to remove the

high frequency component (fc + fc' + fm ), yielding a detected signal
¢ (t) = cos 2-|r(fm +8)t

The original intelligence at the transmitter was at frequency fm,
so the result of the whole operation is a frequency shift §. When the
intelligence is a speech band, (f (t) ), rather than a single frequency, the

result is a shift of all the frequency components of f(t) by a fixed amount 6.
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In practice the effect of this carrier error is quite remarkable. For
values of &6 greater than about 100 cps the speech becomes unintelligible.

For & equal to 5 cps a very noticeable change in speech quality occurs.

Automatic Frequency Control Requirements

The practical significance of this effect is that the reinjected
carrier frequency must be made equal to the transmitted carrier frequency to
a very high degree of accuracy. Very precise crystal controlled oscillators
can--in general--be used to obtain the necessary frequent control. However,
in the case of communication between a moving aircraft and the ground, the
Doppler Shift can be significant. For example, consider an aircraft flying
at Mach 1. The Doppler Shift will then be approximately 1 part in 106. For
a carrier frequency of 100 mc/s this would amount to a 100 cps frequency
shift. Thus because of the Doppler Shift, single sideband communication
between an aircraft flying at this speed relative to a fixed station at 100mc/s
will be difficult. The reinjected carrier would have to be manually adjusted

wherever the relative velocity changed. A human operator can easily

adjust the carrier frequency, by tuning for maximum intelligibility or clarity.

It would be very desirable to have an automatic device that could perform the
same function.

This suggests a very useful area of bionic research. Itis an
experimental fact that man can detect very small carrier errors. If the
aural mechanism is analyzed to find out how this is accomplished, the basis

may be discovered for a practical electronic frequency corrector.

2.4 Touch Receptors

A particularly interesting feature of some touch receptors such as
those constituting the cat's paw is the phasic mode of information trans-
mission. In its simplest definition the phasic mode is a single pulse or pulse
train of intensity independent of the magnitude of the event being transmitted;
opposed to a tonic transmission mode where a fixed frequency is transmitted
for some time period.

In the case of the paw receptors, specific areas are almost inde-
pendently sensitive to the contact. However, there are some overlapping
areas of sensitivity. Thus a weak pressure may only activate, say, a single '

receptor, while a strong pressure may be transmitted to nearby receptors as
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well. The information handling system of the organism can then determine
relative strength by the number of receptors affected. A detailed analysis
of this mode of behavior involves the transmission of a compressional wave
along the surface of the sensing pad. The information handling system can
then define specific characteristics of the type of touch involved, i.e. some-
thing sharp or dull, by the time of propagation and attenuation of the propa-
gated pulse to distant receptors of the surface. From the point of view of
application to an instrument concept, this all or nothing phasic response
would appear to lend itself to the development of a device for determining
surface characteristics. An example might be a moon surface probe to
determine what the characteristics of the surface materials are, hard or
soft, small or large, and possibly also penetration depth for a given impact
velocity.

Another possible contact sensing device is being considered based
on the bioelectrogenic process discussed in Sections 4 and 6, i.e. using a
variation in permeability of a membrane to specific ions, where the vari-
ation of permeability is caused by mechanical stretching of the membrane.
In the normal neural process, the change in permeability is produced by
chemical action (release of acetylcholine). The electrical signal is produced
by the ion currents flowing in response to the permeability change. The
electrical pulse is time limited again by a chemical process, the enzymatic
hydrolysis of the acetylcholine restoring the ambient permeability, and the
original ion balance is restored.

2.5 Gravity Sensors

Examination of the orientation sensing mechanisms of both inverte-
brates and vertebrates can lead to interesting concepts for simple, high
reliability although probably low precision devices.

One concept which could be-easily engineered in detail developed
from examination of the statocyst of the crustaceans discussed in ARA 1025
(Ref. 2-1). It is an angle sensing device for a zero gravity environment,
which would permit a simple and inexpensive method of determining the
orientation angle of some device relative to some arbitrary given direction.
The arbitrary direction is established by a small strong magnet. The

sensing device, is a small ferromagnetic and conducting sphere, free to roll.
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on the inside of a larger electrically insulated sphere. This larger sphere
would have a grid of double wires crossing in longitude and latitude, with the
spacing between the wires such that the conducting ball would create a short.
These wires would, of course, have suitable insulation division points. A
simple low-voltage battery then could be the sole power source, and each
double wire section can be connected to a suitable display tube unit to indicate
what position the ball has come to rest in as a result of the magnetic field
attraction thus indicating the angle. These wires are, of course, analogous
to the cilia of the statocyst, and the steel ball to the small object contained
in the crustacean statocyst.

The semicular canals of the mammalian ear as an orientation sensor
can be directly taken over into a magnetohydrodynamic device. Consider a
circular tube of a non-conducting material with a low surface friction, say
Teflon. If a magnetic field is applied perpendicular to the conducting fluid,
then any rotation of the tube will induce a current in the mercury. This
current in turn can be detected by a separate sensor coil and used as a

measure of the degree of rotation.
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3. Photoreceptors

3.1 Introduction

3.1.1 Purpose of the Program

Practical engineering applications can be derived from a study of
living sensory mechanisms ==~ in this case, visual sensory mechanisms.

There are three possible classes of engineering applications in
this study of vision. These may be termed ''device' applications, closed loop
information system applications, and human engineering applications.

Device applications involve the utilization of particulaf features

of the living world for physical instrumentation. They result from the trans-
lation of principles of biodesign into engineering design. Wereit not already
invented, the camera could be cited as a composite example of several such
applications, i.e., the lens, the iris aperture, the closed box frame of the
camera (cf. eyeball) and the screen at the back of the camera (cf. retina).

Information system applications involve physical modeling of the

total control system whereby an organism visually senses its environment,
processes this data, and then generates useful motor actions in, and on, its
environment. For example, a bird of prey constantly scans its environment
for a suitable ''target', and when this has been located it is attacked. An
example of an information system application would be the modeling of this
process in a missile system. The missile would be fired before a specific
target had been located by the human operator and it would then search out a
suitable target automatically. The attack mode of operation would be initiated,
again automatically, only when such a target had been located. The Sidewinder
is an example of a very simple missile system of this sort. System analogs
of it in the living world can be seen in the very primitive life forms that can
merely sense the presence or absence of radiation. However, a bird, in
picking out and attacking its prey, performs a far more sophisticated sensing
operation. A very desirable engineering development would be the modeling
of this vastly superior sensing capability in a missile system -« which could
then, for example, be directed at the general direction of enemy and would
home=-in on suitable targets -=- such as tanks == whenever it ''saw'' them.

Human engineering applications involve an improved coupling of

the human visual system to the ''machin€' at the man/machine interface. These
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applications will result from an engineering systems analysis of the visual
system. Some of the various applications of oculometry (the measurement of

eye motion) are pertinent examples of this class of application.

3.1.2 Device Applications

Physical counterparts exist for parts of the visual system.
For example, lens, pupil, refractive surfaces, etc., =~- the problem is that
much of the visual process is not well enough understood to generate instru=
mentation based on it.
v The processes leading up to and including the formation of the
image on the retina seem to be well accounted for in all important respects.
Beyond this, very little appears to be known. For example:
1. How is the photon energy transformed into the energy of
neural activity? This can be considered in two parts.
a. Initial transformation of photons into some form
of chemical energy.
b. The transformation of this energy into neural
activity.
2. How is color information extracted from the image? It
may be added that the exact nature of the color information
~ actually sensed is not completely understood. We may
refer, fdr example, to the dichromatism of the fovea, the
two color demonstrations of Land, and to recent experiments
with stabilized color images on the retina. " The great mass
of experimental data on the characteristics of normal and
abnormal color vision would certainly seem to indicate some
form of tri-stimulus mechanism. An intensive search has
been made for three photopigments with different absorption
characteristics. This has not been completely successful
.and it has been suggested that color resolution may occur
within each individual cone. The dimensions of the cone
are such that it could function as an optical wave guide, and
the standing wave spatial pattern could be the source of the

color information.
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It is a matter of great surprise that the physiology and
psychophysics of vision is devoted almost entirely to

foveal vision and hardly at all to peripheral vision. Yet,

as an information channel, peripheral vision may be far
more important than foveal vision. Not only is there very
little quantitative data on the characteristics of peripheral
vision, there is apparently, a lack of any clear description,
in qualitative terms, of what the peripheral retina sees.
The peripheral retina almost certainly performs a useful
data processing function. How this is done and what exactly
is the mathematical nature of the processing is not known.
The detailed mechanism by which the conscious image is
stabilized, independent of eye, head or body motion is not
known. When for example, the eyes are moved in their
sockets, the retinal image moves relative to the photoreceptors
-~ yet there is no sensation of motion of the image. If how=
ever, the eye is kept still and the external scene made to
move in such a way as to cause an identical relative motion
between the retinal image and the photoreceptors, an acute
sensation of motion of the image will result. In both cases
the retinal stimulation is identical, yet the conscious effect
is quite different. The implication, of course, is that there
is proprioceptive sensing of eye motion (as well as head and
body motion) and this information is used by the brain to
interpret, or in TV parlance, ''to sync'' the data coming

from the retina.

Not only is there a dearth of detailed information concerning the

operation of many parts of the visual system, but also most of the potentially

1.

interesting features of the eye depend on the unique molecular system struc-
ture of living things different from our currently macroscopic technology.
In general terms the following features of the eye would appear potentially

interesting for application, as advances in molecular technology may permit.

Simultaneous execution of a large number of logical operations
in the retinal networks that connect the photoreceptors to the

optic nerve.
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2. Molecular circuitry that will allow for the reception, and
susequent transmission over several inches, of signals
made up of between 1 and 10 photons.

3. Logical operations in the retina responsible for the special
characteristics of peripheral vision and also of dark adaptation.

4, Optical wave guide phenomena, leading possibly to color sensi-
tivity.

5. The system circuitry that permits stabilization of the cons=

cious image, independent of head or body motion.

3.1.3 Information System Applications

Let us examine an organism, for example a2 man, in normal contact
with his environment. He receives information from his senses and generates
motor action with his muscular system. The system is illustrated in Figure
3-1. The life blood of this system diagram is information. The senses (in.
particular the eye) absorb information and the muscles "return' information
to the environment. We are concerned here with duplicating the ability of a
man (or other organism) to function in this closed loop contact with the environ-
ment. We would like first to be able to describe the nature and quantity of
visual information sensed. This is generally, naively, assumed to be some
sort of point=by=point brightness description of the visual scene =-- e.g. just
like TV. As discussed in Section 3.2.7 and 3. 2.8 this is almost certainly
not true for anything except the narrow beam of foveal vision (in man). The
fact that visual signal processing -- perhaps according to tlie spectral sensing

model discussed in Section 3.2.7 -- cansupply an organism with enough infor -

mation to operate in its environment, suggests strongly that we should investi=-

gate these techniques for application to optical pattern and form sensors, etc.

3.1.4 Human Engineering Applications

Human engineering is concerned with the efficient integration of

man into machine systems. Man can interact with these systems only through

"his senses and his motor functions. It is natural therefore that a study of a

human sense ~- in this case vision -- should lead to human engineering appli-

cations.
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Recognition of the great sensory capacity of the peripheral retina
and also of the central == not incidental =- importance of the oculomotor
system of the eye, has led to the conception of a range of human engineering
system applications. Each involves a machine counterpart of this very
important part of the visual system. This is an oculometer -- an instrument
to continuously measure the angular orientation of the axis of regard. The
use of this instrument =- as a link between man and machine =~ can result in

a substantial improvement in the match between his unique visual system and

the '"fmachine' with which he interacts.

3.1.5 Conclusion

Previous work on vision under this program (see Ref. 3-1) concen-
trated on oculometry and its potential human engineering applications. These
have now been developed somewhat further and progress has also been made
in the design of the necessary instrumentation (oculometer). This particular
class of practical applications has appeared, from the very {first, as an
extremely fruitful and important result of this bionics study.

New work has been devoted essentially to information system
applications. Ultimately it is desired to incorporate in a physical system the
ability of an organism, using its visual sense, to function in an environment.
It can be said only that a beginning has been made in this work. Attention has
been devoted to the amount and kind of information sensed by the eye.

Device applications, as we have defined them, of photoreceptors,

need further investigation as indicated in Section 3. 1. 2.
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3.2 Analysis of the Visual System

3. 2.1 Introduction

This is a study of photoreceptors regarded as information
sensors or information transducers.

New principles, or system techniques, may be discovered
that can then be applied in our man made systems that must be designed
to bridge physical limitations and operational requirements.

The study involves the application to physiological detail of
the principles of information theory and the techniques of system analysis
directed to the goal of gaining engineering ideas and improvements.

The approach followed involves analysis of the visual informa-
tion available to the sensor and the nature and quantity of the information

absorbed by the sensor.

Quality Sensors and Information Sensors

A biosensor (like any sensor) not only senses a physical
quality - e.g. heat, light, sound, etc. - but also absorbs information from
the sensed environment. The information can be thought of as a modula-
tion imposed on the physical quality. Thus, a radio receiver senses
electromagnetic waves - the information carried by the waves is extracted
and may then be transmitted in a context quite diétinct from the original
electromagnetic wave - e.g., as sound waves in air. To emphasize the
distinction further between ''information' and the physical quality with
which it may (temporarily) be associated, we may note that a photomulti-
plier tube and an image orthicon TV camera tube are both light sensors,
but the photo tube can detect only one unit of information, whereas the
camera tube may detect millions of similar information units.

There are, therefore, two quite distinct ways of studying
biosensors with a view to gaining ideas and new principles for engineering
developments. We may either study the biosensor as a sensor of the
physical quality, or we may study it as an information transducer.

The former approach often reduces to chemistry. Thus the
initial detection of light energy in bio-photo-receptors is photochemical.

This general result is not surprising, since the primary method that
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living systems use to transmit information from point to pointis chemical
(i.e., nerve fiber propagation), thus there must at some point or points,
in the chain, be a transformation from the physical quality (e.g., light)to
a chemical effect.

A study of chemical detection methods could result in an
extension of the range of materials available for component design. For
example, photo-tubes now employ a range of photoelectric metals such
as caesium. It may be possible to duplicate the very great dynamic range
of bio-photodetectors by using, instead, photochemicals. Sensitivity in

‘itself may not be of the greatest interest, since many transducers now

existing can be made to operate at, or near, the ultimate physical limit
of sensitivity. For example, the quantum efficiency of photocathodes can
be as high as 10% - which is about as good as the human retina. It is
impossible, from an engineering point of view, to divorce considerationof
the sensor from the means used to carry information from it to the rest
of the system. Thus development of chemical detectors - as analogues
of biodetectors - may require a parallel development of chemical trans-
mission circuits analogous to nerves. It may well be then that the main
benefit of chemical sensors (of light, pressure, etc.) will derive from the
possibility of subsequent chemical transmission of information from the
sensor. Chemical transmission of information, or to generalize, trans-
mission by means of neuristors, (which may or may not be chemical in
nature) could have the following advantages over electronic conduction:

1. Vevry thin "wires' may be used. An electric signal

sent along a very thin copper wire soon gets lost in

the thermal noise.

2. Very complex, large scale, simultaneous logic oper-
ation become possible.

As an example of the importance of these factors, consider
how an electronic model could be made of the human visual system. The
retina absorbs,and the optic nerve transmits, information at the rate of

7 8
about 10" - 10

associated with visual perception involves very large scale processing of

bits/second. It is probable that the data processing

the data detected by the photoreceptors. This is accomplished in the
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power) and liminal brightness increments define the information sensing
capability of foveal vision. The validity of this descriptive of foveal vision
can be considered as well established. It is demonstrated by the fact
that when a picture is presented to the fovea with an information content
equal to the maximum foveal information sensing capabilities, further
improvement in picture quality is virtually undetectable. However, for
peripheral vision these simple descriptives--acuity and liminal brightness
increments--are quite inadequate to describe the visual process. This
can be demonstrated by measuring foveal and peripheral (grating) acuity
and presenting test letters foveally and peripherally that subtend 5 times
the grating acuity in each case. The test letters presented foveally in
this way are easily identifiable. If peripheral vision was of the same
nature as foveal vision--i.e., described quantitatively by the same pa-
rameters --then the peripheral presentation of test letters should be
equally clear, since the ratio of the size of the letters to acuity has been
kept constant. However, it will be found that the letters are totally
unidentifiable in the peripheral presentation.

The conclusion is reached that there is a lack of knowledge
of the amount of information observed peripherally because the very
nature of the peripheral sensation is not known. Mathematically, peripheral
vision must respond, not--like foveal vision--to the brightness pattern
itself (up to some spatial cut-off frequency), but rather to some function
of it. When the nature of this function is known, it may then be possible
to estimate quantitatively the amount of information absorbed by peripheral
vision.

A hypothesis is presented in Section 3. 2. 7 concerning the
nature of this function of the scene brightness that the peripheral retina

responds to.

3. 2.2 The Quantitative Description of Luminous Ene rgy

An understanding of the mechanism by which the eye operates
must depend, to a large extent, on a careful analysis of the results of a
wide range of physiological photometric experiments. These are quantified
in terms of the standard photometric units. Photometric units differ from
most other physical units in that they are defined in terms of the subjective
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sensations of vision. Thus at the very outset of a physical analysis of
vision, physical science must become involved with physiology and
psychology in order to frame a rational system of units. Some considera-

tion is given in this section to the quantities and units that are used to

specify and measure luminous radiation.

Physical Definitions

Fundamentally, the physical quantity involved in photometry
is electromagnetic radiation, which can be described as a combination
of electric and magnetic vector functions of time, Vv(t) and H(t), where
Vv is measured in volts per meter and t is seconds. The fundamental
physical reality is this combination of time -varying electric and magnetic
fields. However, a much more familiar way of describing electromagnetic
radiation - such as light - is in terms of the average power flux (in watts
per square meter) and the relative spectral energy density. This first
quantity gives the total power flux of the radiation, the latter shows how
it is distributed over the frequency band. As an example, the total
energy flux, E, from a black body radiator &t an absolute temperature T

is given by

.

E = ¢ T4 watts

where o = 5. 669x 10-8 watts/meter?/(deg K)-4. The spectral energy density

is given by the function

E --Kv?
v~ hv
kT

e -1

) 3 A
where - = S v = KT
K __v_ ht15
kT
e -1
where h is Plank's and k Boltzman's constant.

This formula enables the total energy falling within a small

band of frequencies to be calculated, i. e,

energy in band vtovidv=E_oT!dv
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The relationship between the ultimate physical descriptives
of radiation - i.e., the electric and magnetic vectors Vv(t), H(t) - and the
more familiar spectral energy descriptives -i.e., E and EV - is through
the purely mathematical procedure known as the Fourier Transform.
Thus, the quantities E and Ev are not fundamental quantities. They do
not, for example, completely define the functions Vv(t) and H(t) but on
the other hand the functions Vv(t) and H(t) completely define E and Ev'

In the present context it seems rather artificial to describe
Vv(t) and H(t) as fundamental quantities and E and EV as derived quantities,
since in almost all practical cases it is only the derived quantities that
are of interest. This is because our sensory mechanisms (both physio-
logical and physical) are, generally, seunsitive to E and Ev' However, in
certain other situations it is the Fourier Transforms that seem artificial.
For example, the mathematical function that describes a two dimensional
(black and white) visual scene is B(xy), i.e., brightness B as a function
of position (xy). The concept of the Fourier Transform of this function
seems highly artificial, yet there is evidence to suggest that the peripheral
retina may respond to the modulus of the Fourier Transform of B(xy) rather
than to B(xy) itself. This point will be taken up later.

The mathematical relationship between Vv(t) and E, is of the

form: ‘ 1 (T
orm: E = Limit { g a VZ(t) dt}
T Large -T

where o is a constant related to the impedance of the medium in which
the electromagnetic wave is propagated. The spectral energy distribution

is given by an expression of the form;

E (v) = a S Vit) e 2™Vt at S vit) 2TV at

Photometric Definitions

In the previous section a basic physical specification (Vv(t))
of radiant energy was discussed and its relation to the more usual physical
parameters - total energy flux E and spectral density E  was shown. For

most practical macroscopic purposes it is these latter quantities that are
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of interest. The experimental basis for the energy specification of
luminous radiation is that E and Ev can be measured with instruments
such as the bolometer and spectroscope.

The photometric specification of luminous radiation is based
on the experimental fact that human subjects can detect light and, to
some extent, discriminate between differing brightness levels and colors.
The photometric system of intensity is designed, as far as possible, to
correspond to the subjective sensation of brightness. There are problems
in doing this--principally because of the difficulty of comparing the sub-
jective brightness of different colors. Nevertheless, to some degree at
least, the subjective concept of brightness (independent of color) is
meaningful and capable of measurement. It may not be possible--with
great repeatable accuracy--to say at what intensity a green light is just
as bright as a given red light, but it is possible to say when it is very
much less bright or very much more bright. Thus the concept of sub-
jective brightness is physically real, since experiments like this can be
designed to measure it. The problem is that it cannot be measured
accurately.

The fact that two light sources are judged equally bright
is no indication that their energy fluxes are equal. The sensitivity of the
eye to light is not constant, but is a function of wavelength. This variable
sensitivity of the eye is defined by the relative luminous efficiency function,
VX’ which can be measured experimentally. Because of the Purkinje
shift this function depends on the intensity of light used--corresponding
to either dark or light adaptation of the retina. There are thus two
luminous efficiency functions defined--the photopic (VX) at high intensities;
and the scotopic at low intensities (Vi .

These functions are subject to measurement errors and
there are variations from one subject to another. Thus the concept of
a standard observer is introduced, with photopic and scotopic functions
calculated as the mean of the results of several investigations. The
photopic function VX’ adopted as the CIE relative luminous efficiency
curve by the Commission Internationale de 1'Eclairage, is plotted in
Figure 3-2. The peak of this photopic curve is at 555 my, whereas the
peak of the scotopic curve (Vi) is at 507 mu
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FIG. 3-2
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With the adoption of this curve, photometry ceases to
dépend on human subjective phenomena. Photometric measurements can
be made using purely physical instruments. Thus, suppose it is desired
to photometrically compare two light sources defined by radiant energy

functions Elx(k) and EZX(H' The photometric ratio of intensity is

S Ey () V (A) dT

\ Ey, (A) V (A) 4T

(%

The energy ratio of intensity is

\ E, (\) 4T

<

S E, (\) dT

The unit of luminous intensity in the photometric system
is the candella (cd). It is such that 1 square centimeter of a black body
radiator at the temperature of solidifcation of platinum (1773- 5°C) has a
luminous intensity of 60 candella. By definition, a uniform point source
of 1 candella emits a luminous flux of 1 lumen per steradian. The candella
and the lumen are the basic photometric units. The vast array of other

photometric units relate to illumination at a surface (e. g., lumens received

per unit area) and luminance of a surface (i.e., candellas per unit area).

Obviously there must be some relation between the illumination of a
diffusing surface and its consequent luminance. For a perfect diffusing
surface this relationship can be deduced from Lambert's Law. Let a
perfect diffusing surface of 1 square meter area receive an illumination of
1 lumen. This incident flux is reradiated, in alldirections, by diffusion.
Lambert's Law states that the flux reradiated in a direction 8 to the
normal is proportional to cos 8. Thus the apparent source brightness -
luminance - (candles per unit projected area) is indpendent of the angle of
view of the surface. Let this luminance be I candles per square meter.

The flux radiated at an angle 8 to the radiating surface through anelemental
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surface area of a unit hemisphere is

dF =1 cos 9 X 2msin8d68 Lumens
(source intensity) X (solid angle)

The total flux radiated from the surface is thus:
F=2TI'IS cos 6sinede =n1
o

But F was set at 1 lumen, Therefore

G Bl BN BN IR BN I E aam T

w1
I

1
1
— candles per sq.

Thus when the illumination is 1 lumen per square meter,
the illuminance (of a perfect surface) is I/m candles per square meter.
When the illumination is 1 lumen per square centimeter (1 phot) the
luminance of the (perfect) surface is said to be 1 lambert (or equivalent
phot). Thus 1 lambert corresponds to aluminance of '1% candles per

square centimeter. Other photometric units are shown in Table 1.

Mechanical Equivalent of Light

The relationship between the photometric system (lumens)
and the physical system (watts) can be determined. If the radiant energy
through a surface is defined by the function E)\()\) (watts per square meter),

the luminous flux ( in lumens per square meter) is given by

L= Km‘g E, (\) Vy (\) dx

where the integral extends, theoretically, over the whole electromagnetic
spectrum.

Since the photometric units are based on a quite arbitrary
standard source it is natural that an arbitrary constant, Km, must be
introduced in the above equation. Its value can be calculated by taking
for EX the known energy distribution curve for 1 square cm of a black
body at 1773-5°C. The function v, (
function (Fig. 3-2). L must be set at 60 since this is the defined intensity

\) is the photopic luminous efficiency
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TABLE 1
PHOTOMETRIC UNITS

Source candella (cd) (new candle).

Defined in terms of freezing platinum.

Flux lumen

Defined as the flux radiated into l steradian by a uniform point

source of 1 candella.

Illumination

Flux (lumens) per unit area incident of surface

Metre -candle
Lux
Phot

foot-candle

Luminance

1 lumen/sq. metre
1 lumen/sq. metre
1 lumen/sq. cm

1 lumen/sq. ft.

Source (candellas) per unit area of surface

1 stilb

1 nit

1 equivalent phot

1 lambert

1 equivalent lux

1 blandel

1 apostilb

1 equivalent foot candle

1 foot lambert
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lcd/sq. cm

1 cd/sq. in

3183 cd/sq. in

3183 cd/sq. in
0.3183 cd/sq. in
0.3183 cd/sq. in
0.3183 cd/sq. in
0.3183 cd/sq. foot
0.3183 cd/sq. foot



TABLE I (Contt)

Luminance resulting from Illumination
1 candella per sq. cm II lumens/sq.
1 stilb II lumens/sq.
1 nit Il lumens/sq.
1 candella per sq. ft. II lumens/sq.
1 equivalent phot 1 lumen/sq.
1 lambert 1 lumen/sq.
1 equivalent lux v 1 lumen/sq.
1 blandel 1 lumen/sq.
1 apostilb 1 lumen/sq.
1 equivalent foot candle 1 lumen/sq.
1 foot lambert 1 lumen/sq.

cm
cm
in
ft.

cm

cm

in

in

in

ft.

ft.

The above Table is only correct when the surface being

illuminated is a perfect diffuser.




(in candella) of the specified source. The result of this calculation is
quoted in Reference 3-2 as Km = 679.6 lumens/watt and in Reference 3-3
as Km = 678.8 lumens/watt. In this report the first value will be assumed.

If instead for the photopic curve VX(X), the scotopic function
V;\()\) is substituted the result is Km = 1745- 0 lumens/watt Ref. 3-2).

Km is sometimes termed the mechanical equivalent of light.
Thus in the photopic system, 679.6 lumens of light at the wavelength
corresponding to the peak of the photopic luminous efficiency curve
(\ = 555myu) corresponds to one watt.

The relation between photometric and energy units will
usually involve an integration process. Thus let EX(X) define the spectral

energy density of a source. The total power output of the sources is thus

©
w =S E, (\)dT watts
N
o
The luminous intensity of the sources is

L= KmS EX()‘) VXO") dT lumens

i} ng EX(X) VX(H dx

EX (\)ax

L 4 L

w

Quantum Theory

The sensation of vision depends, essentially, on the absorption
of radiation. Thus the quantum nature of light is of some significance.
This provides yet another quantitative method of describing light energy--
namely in terms of the number of quanta per second passing through unit
area.

At X\ =555 mp, a flux of N quanta/sec. corresponds to an

energy flux of
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N hv = Nl)jc watts

g

8
N 6.625x10-34 3x10 7 watts

5- 55x10

3.58x10"%7

N watts

At this wavelength, 1 watt = 679.6 lumens. Therefore 1 lumen

1017 15

= 4.11x 107" quanta/sec. An interesting, and pertinent,

3.58x679.6
calculation is the quantum flux in an image formed by a lens.

Let the object be a plane surface, in an illumination of
I lumens/sq. m, at a distance x from a lens of focal f and apenture D
(meters).

Consider an element of area of the object, that is normal
to the lens, and which subtends 1 square second of arc at the lens. Its

area will thus be

2
(‘3'6'10_5 1-&[0——) x?2 square meters.

The luminance of the surface is I/m candles per square
meter (assuming it to be a perfect diffuser). Thus this small element of

area subtaining 1 sq. second at the lens will act as a source of intensity

I 1 m 2 2 dll
—-Tr— m _I-SD_ X®“ canaellas.

The fraction of the light emitted by this source that will reach the lens is

D2 1 T S | 21
=z \ 5500 TR — x? lumens

2 2
—Tq]z (3'61'0—0 T18T'0') 4, 11x1015 quanta/sec

2. 41x 104 I D2 quanta/sec. /sq. second of arc




In the case of the human eye, we may set D=5 mm for an
average pupil diameter and take I=200 lumens per sq. m (for an average

room illumination). Then the number of quanta involved is

2.41 x 200 x 25 x 10'6 x 104

= 1. 2x102 quanta/second/sq. second of arc.

This calculation ignores the losses in the eye. It may be
assumed that only about 10% of the quanta incident at the eye are actually
absorbed by .the photoreceptors. At an illumination of 200 lumens/sq. m
the summation time of the eye is of the order of a 1/30 second. Thus
the number of quanta absorbed per summation time per square second of
arc is only 0.4. ‘

This order of magnitude calculation is of interest in showing
that detail finer then about one second of arc simply does not exist in the

retinal image--independently of any other limitations that may exist such

as diffraction, blurring, etc.

Retinal Units

The illumination of the retina depends on the brightness of
the viewed scene and also on the size of the pupil. Since in many visual
experiments the quantity of interest is retinal illumination, a unit has been
defined incorporating both illumination and pupil size. This unit is the
trolland (formerly called photon). An extended source of white light of
luminance 1 candella/sq. m seen through a pupil of 1 sq. mm area aperture
is defined to yield a retinal illumination of 1 trolland.

' When the scene illumination is I lumens/sq. m the luminance
is I/m candella per sq. meter. If the pupil diameter is D meters, the

2
area is’%)_ sq. meters. Thus the retinal illumination T (in trollands) is

2
T=I/w 106 —T“D = ID? 2.5 x 10° trollands
When D is expressed in millimeters T = 0- 25 ID2 trollands.
D as a function of I is plotted in Figure 3-3 (an approximate average of
several curves given in Reference 3-3). The corresponding function of

T against I is plotted in Figure 3-4, which must be regarded as an approxi-

mation only.




(ILVWNIX0¥ddVY) NOILYNIANNTTI TTVYNIL3Y 40

NOILONNS Vv SV YH313WVId “ldNd
£°¢ "9l4

(W OS/SN3NNT) T 901
S 0

lo

T T T T Y T T T Y T o

-24

(WW) ‘¥313WVIQ tdnd




Flc. 3-4

APPROXIMATE RELATIONSHIP BETWEEN
TROLLANDS AND LUMENS/SQ M

(BASED ON FIG. 3-3)

LOG T

328




3. 2.3 The Image Forming Process

Optical System

The essential features of the eye, considered as an optical
instrument are:
1. the refracting system; which includes a lens of variable
refractive power,
2. a photosensitive screen on which is formed an image of the
scene in front of the eye,
3. a pupil, the diameter of which is controlled by a sub-
conscious reflex system.
The refractive properties of the eye can be define explicitly
or in the form of various semiequivalent schematic eyes (Ref. 3-4). The
refractive power of the eye is expressed in dioptres--the reciprocal of the

distance in meters of the fixation point from the eye.

Transmission Characteristics of the Ocular System

The spectral transmittance of the eye from the cornea to
the retina, as measured by Ludvigh and McCarthy (Ref. 3-5) is shown in
Figure 3-5. For foveal vision the transmittance of the macula pigment
is of significance and must be allowed for.

The short wavelength cut-off of the eye appears to be due
to the transmission of the ocular media. An eye from which the lens has
been removed is sensitive to shorter wavelengths than a normal eye. The
retina can be stimulated by very short electromagnetic rays, i.e., Xrays.

It can be seen from Figure 3-5 that the transmission of
the ocular media is about 0.5 in the middle of the visible spectrum. The
fraction of the light incident at the cornea that is actually absorbed by the
retina is important for quantum effect calculations. In Reference 3-2 it
is estimated that 30% of the light falling upon the rods is absorbed. Allow-
ing for the fact that the retina contains cones and interspaces it is calcu-
lated that only 20% of the light incident upon the retina is absorbed by the
rods. Thus, according to this calculation, the total efficiency of the rod
system is only 0.5x 20% = 10%.
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Defects of the Image

It must be emphasized that the retinal screen covers a very
large angular area--corresponding to the large receptive field of the static
eye. The equivalent lens system of the eye, and the sharpness of the
image produced, etc., are generally described, however, only for the
very small foveal point of the retina. No data has been found that de-
scribes the quality of the peripherial image, although there is little doubt
that it is relatively poor.

The principle defects of the retinal image are:

1. blur due to;

(a) incorrectly focused image
(b) astigmatism
(c) diffusion within the eye

2. chromatic aberration

3. diffraction

Defects caused by abnormalities will be ignored. For the
present, chromatic aberration will be considered as a form of defocusing.

It is clear that the accuracy of focusing cannot be greater
than the sensory resolving power of the retina. The focusing mechanism
is a closed loop servo in which the retina is the sensor, and thus it would
not be possible for the focusing action to be more precise than the sensing
capabilities of the retina. Correspondingly, it is extremely unlikely that
the focusing mechanism could be significantly less precise than retinal
acuity, for then the retina would have a sensory capability it could never
utilize. It is concluded, therefore, that the focusing mechanism is pro-
bably not an independent limitation of, at least, the foveal image.

For small visual fields, according to Flamant (Ref. 3-6),
diffusion scatters the light over a larger area than that caused by dif-
fraction. The spatial distribution, by diffusion, of light from a point
source is, however, of the same general shape as the diffraction pattern
up to the first zero.

Image distortion caused by diffraction can be defined in
terms of the brightness pattern formed on the retina by the image of a

well focused point source of light.




Diffraction phenomena are classed as either Fraunhoffer or
Fresnel. Fraunhoffer diffraction occurs when source and image are both
effectively at infinity. This is approximately the case in the eye.

The use of sine wave analysis in optics is discussed in Section
3.2.6. Itis shown, for example, that the electromagnetic wave intensity on
a screen due to Fraunhoffer diffraction of a point source is The Fourier
Transform of the function that defines the transmission of the aperture. The
brightness of the diffraction pattern is the square of the electromagnetic wave
intensity and thus can be described as the square of the modulus of the Fourier

Transform of the aperture function. The relationship between the diffracting

aperture and the diffraction pattern is entirely analogous to that between an
electronic network (e.g., a low pass filter) and the square of its impulse re-
sponse. Thus, just as the network can be described as a filter so also the
diffracting aperture can be described as a spatial filter. The electronic filter
limits the high frequency components in the electronic signal, the aperture
limits the high frequency, spatial components in the image. It can be shown
that a circular aperture of diameter D sets an upper limit to the frequency

2tD

variable Q = )\, i.e., afrequency of D/\ lines per radian in the diffracted

image.
Image defects due to incorrect focusing can be assessed by
assuming that the focal length of the eye is in error by 6. Then what
o

should be a point image will yield a circle of confusion of diameter

D
where f is the focal length of the eye and D is the diameter of the pupil.
Sample points in the image must be then separated by —?z-]z radians. This

2
corresponds to a cut off frequency of Z'fS'IT lires/radian.

The Quantum Nature of the Visual Process

From the point of view of its ultimate photoabsorption by

the retina, the retinal image can be considered as a hail of quanta. The
discrete nature of this flux limits the resolution obtainable - -independently
of diffraction and defocusing effects and also of the sensory characteristics
of the retina. The quantum nature of light is thus of great significance in
in this study of the information sensing characteristics of the retina.
Suppose that the eye is viewing a scene with an illumination

of I lumens/sq. m (i.e., I lux). From the calculation given in Section 3. 2. 2,

-



(under '"Quantum Theory'') the quantum flux at the retina will be 2. 4lx104

ID? quanta/sec. /sq. second of arc, where D is the pupil diameter in
meters. Converting the formula so that D is in millimeters and the unit
of area is 1 square degree, the flux is 3. 14x105 ID? quanta/sec. /square
degree, where D is now in millimeters. To account for transmission
losses in the eye and in the retinal absorption process a factor, K,

must be introduced which will have a value of approximately 0.1, Further-
more the retina integrates the received flux for a period of time T, i.e.,
the summation time. Thus the actual quantum flux that is available to

the nervous system for interpretation as a visual sensation is

3. 1-'-1x105 ID? K v quanta/square degree

This result can be expressed in trollands, T (section 3. 2. 2, under''Retinal

Units'). That is the quantum flux

0.25x3.14 x10° TKr
= 0. 78x105 TKT quanta/square degree/per summation

time. (where T is in trollands)

The summation time can be taken as the reciprocal of the
critical fusion frequency. The value of this flux (assuming K = 0.1) over
a wide range of illumination is plotted in Figure 3-6. It can be seen that
at the absolute threshold the quantum flux is so low that only objects as
large as about 5° will yield even 1 quanta per summation time. It is
obvious, therefore, that at the absolute threshold only a very vague out-
line of the scene will be observed. At the other end of the range--10

decades higher illumination--it is clear that the visual process is still

quantum limited. For example, in ordinary office illumination the effective

quantum flux is approximately 1 quanta per 20 sq. seconds. Detail of the
order of 1 sq. minute represents the limit of detail that can be seen. For
very fine work a higher illumination still is recommended (for example

in a drafting office). Thus over most of the operating range of illumina-
tion of the eye the visual process is quantum limited. Information is
extracted by the (foveal) retina up to the limit set by the discrete nature

of the quantum flux.
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Definition of Input Image

Three important defects, or limitations, of the retinal image
have been considered:

1. defocusing

2, diffraction

3. quantum limitations
Each of these effects can be described as a limitation of the spatial band-
width (in lines per degree) of the retinal image. Thus even before sensory
detection, the information content(*bandwidth!) of the retinal image is
limited.

In the case of quantum limitations, a sampling interval must

be chosen. Suppose that the average flux is 3600 quanta per square degree.

If the sampling points are taken at degree intervals very accurate bright-
ness information will result, since the statistical fluctuations in a number
as large as 3600 will be of the order of 60, i.e. aboutl. 6%. If the
sampling intervals are taken every minute of arc the average number of
quanta per sample will be only 1, and thus the statistical fluctuations will
amount to 100%. In the first case,very accurate, low frequency informa-
tion is obtained. In the second case very inaccurate, high frequency data
results. There is obviously an optimum sampling interval.

Let there be an average flux of N quanta per square degree.
Let the sampling interval be § degrees. Then each sample will contain
N62 quanta. There will be 1/02 samples per square degree. Due to
statistical fluctuations the sample NO2? does not give exact brightness in-
formation. There is an  RMS error of N associated with such a sample.
Regarding N@? as ''noise! + 'signal! and 6N as '‘noise', Shannon's formula

can be applied to compute the information yielded per square degree:

1 Ng?2

— log, —= bits

02 N9

n

1
iy |
52 0g 6 NN
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8 may be chosen to maximize this quantity: setting the differential to zero

2/6% log 6N = 1 AN
€ ® oJN
thus
log oNN =1
Ee Z
N =¢

The "bandwidth' f; in lines per degree, is given by

f- 1 _ NN
26 ~ 2NE
f, as a function of I is plotted in Figure 3-7 from the results shown in
Figure 3-6. The diffraction limit on image bandwidth was shown in
Section 3.2.3 (under "Defects of the Image'') to be a frequency of DA lines/
radian where D is the pupil diameter and \ the wavelength. Taking
X\ = 555 my this frequency, f, is given by

f= -13-104 lines/radian where D is now in mil]_.imet.ers

= '51(1%?))104 lines/degree

= 35D lines/degree

The bandwidth limitation due to defocusing is given in Section 3. 2. 3 as

F2 1 di
f = 55h ines/radian

where F is the (internal) focal length of the eye, D the pupil diameter
and § the error in the focal length. Changing the units

2
f = 172 g 3 lines/degree
26D (180)10°
2.52% 10° I
= =D — ines/degree

where D is in mm and § in microns.
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3.2.4 Image Analysis

The human visual system has been analyzed as an information sensor.
It has been seen how the focusing mechanism, pupil diffraction, and the
quantum nature of light energy each set limits to the spatial frequency bandwidth
of the eye -- and thus to its ability to extract information from a viewed scene.
An important aspect in the analysis of any signal transmission system is the
nature of the signals themselves. For example in television the general nature
of the signal can be defined in terms of its mean power spectral density. This

will show that while frequency components exist up to several megacycles,

most of the energy is at low frequencies, and the energy is also spaced at
‘regular intervals throughout the frequency spectrum -- corresponding to the
harmonics of the line and frame frequencies. Similarly the average speech signal
on telephone circuits can be defined in terms of a power energy density function.
An immediately significant feature of images -- thought of as signals -- is
that they are two dimensional, and that they can contain two general types of
'elements' -- namely points and lines. Suppose the image is in the form of a
square and contains n2 individual resolvable point elements. It is possible to
compute how many different straight lines can be drawn on this square. (The
various segments of one straight line will not be considered as different lines).
Obviously n2 lines can be drawn crossing two given edges of the square. Since
there are 6 ways of choosing two edges there are é‘n2 lines altogether. The
points within the square may not always exactly coincide with these lines but
nevertheless can be associated with each line to define it. Each of these lines

will consist of approximately n points. Thus a "'message' consisting of n

points in the form of a straight line may have ()n2 different 'values'. However,

""messages'’, consisting of n points chosen at will, may assume approximately
2

(n“)" different "values'. It is clear therefore that by restricting an image so that it

is composed entirely of straight lines imposes a very large restriction on its

information content.

Such general restrictions are often imposed in the case of (one dimen-
sional) radio signals. For example the telemetry systems of planetary probes
are designed to operate at very low bit rates -- of the order of 1- 100 bits/
second. In this particular example the transmitter power is inevitably limited

and the received signals must be picked out of the thermal noise background.
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For a given transmitter power, the signal to thermal noise ratio improves as
the bit rate is reduced.

Analogously, in vision, a signal -- ie. an image -- consisting of straight
lines, stands out vividly against the 'noise' which limits the performance of the
visual sense. This sort of argument can obviously be extended to cover
curved lines and segments of lines, etc. The essential point is that these
elements carry relatively little information compared to the same number of

points distributed at random, and correspondingly are easier to discriminate.

The conclusion is that the fact that the eye seems to sense line contours in

an image -- as evidenced by the ability of an artist to catch a likeness of a ‘
face with just a few line strokes of a pencil -- can be ascribed to the higher
signal/noise ratio of such patterns.

It is possible to point out two general types of applications of this feature
of vision;

(a) in television, or any optical system, that may be interposed between
a man and the environment he wishes to visually observe. ‘

(b) in a completely automatic system, in which visual sensing of an
environment is involved. B

In conventional television no special attempt is made to utilize the band-
width saving properties of line images. As an example of the savings that
might be effected, consider the special problem of transmitting the images of
alphsbetic characters. To produce clear, sharp images a square mosaic of
at least 100 elements (i.e., 10 x 10) is needed. That is, the '""message' will
be 100 brightness values, bi where i = 1,2,..100. An alternative method
would be to transmit the length (L), the radius of curvature (p), the coordi-
nates of the center (xy) and the slope (m) at (xy) of each segment (see Fig.3-8),
of a character (see Fig.3-9). It can be seen that this second method requires
an average of only about 15 numerical values per character as against at
least 100 by the straightforward matrix method.

| The applicatioh to complétely automatic systems of those principles of
image analysis that the eye apparently exploits has great potential. Generally

speaking inanimate optical sensing devices (ie with no human element in the

system) are extremely crude, eg. a photocell to control the opening and closing of a

door, the IR sensor in the Sidewinder missile, etc. These may be described
as '"'one-bit'"" devices - that is they can sense only the presence or absence of

radiant energy.
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Fig. 3-9. Segment Coordinates of Alphabetic Charaters
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Almost all biological organisms -- above a certain primitive level --
employ optical sensing mechanisms that operate, not with a simple yes-no
feature of the visual scene, but with complex patterns. For example, a bird
can find its way back to its nest by visual sensing of the pattern of its en-
vironment. The duplication in inanimate systems of this general sort of
capability is probably in the future, for it may depend on developing data
processing systems comparable to the brain systems of nature. However it
is very probable that special optical sensors for these systems will have to be
developed to supply meaningful information about the visual scene to such a

central data processing unit. Television might, for example, not be adequate

_since it slavishly reports the point by point brightness of the scene. More

appropriate perhaps would be a device that would sense the segment parameters
(L, p, x, vy, m) discussed earlier. The total amount of information in a 2w
steradian view may be so great that if this latter approach is not followed the
sensing part of the total system may become infeasible. Thus the human eye
can, under certain conditions, resolve angles as small as 1 second of arc. If
this large angular area (2w steradians) were to be sensed to this resolution
(1 second of arc) by a conventional TV system it would have to handle more
than 10! resolvable elements per frame. This is more, even, than the total
number of brain cells. ,

Going one step further, the development of machines to read typewritten
or hand written script may be considered. In this case, it is not simply a
question of detecting line segments and contours but of associating the alpha-
bet with various patterns. What characteristic of a pattern determines that it
is, in fact, a letter 'a'? With hand written script a very large, if not infinite,
number of different patterns must be interpreted as 'a'. Ultimately the only
conclusive factor in making this determination is that all, or almost all,
educated people can recognize it as 'a'. In other words the essential charac-
teristics that distinguish a pattern in this way is to be found only in the struc-
ture of the (educated) brain. This implies that very high performance script
reading machines will have to include a data processing system comparable to

this capability of the human brain.



3.2.5 The Application of Quantum Considerations to Visual Sensing

Introduction

In the case of vision, the quantum nature of light energy sets the
ultimate limit to the amount of information contained in an image. The quantum
efficiency of the eye is high -- of the order of 10%. It may reasonably be
postulated that an organism is sensitive to all the information contained in
the detected signal. It follows, therefore, that many details of visual sensing

should be relatable to the quantum information limit of the detected signal.

Color Vision

Even though the corresponding three different photoabsorbing pigments
have not been identified, the tri-stimulus theory of color vision would seem to
be unassailable, on the basis of the results of color matching experiments.

"', ..the reduction to 3 of the infinity of variables required to describe the
phenomena of visible radiation in physical terms, clearly indicates the inter-
vention of simplifying mechanisms of biological origin.'" (Ref. 3-3)

It has been suggested that the actual tri-stimulus mechanism may not involve
different photopigments but may be related to standing wave phenomena in the
cones, acting as optical wave guides.

The actual mechanism is of no interest in the present context. It will
simply be assumed that the amount of energy falling under each of the three
spectral curves is determined. Thus, it is assumed that there are three
separate light sensing mechanisms in the retina, each with its own spectral
distribution curve Si()‘) (i =1,2,3.). The magnitude, S;, is defined as the
ratio of the number of quanta incident at the retina, to the number effectively
detected, per summation area per summaion time. (Fig. 3-10).

The basic experimental fact leading to the tri-stimulus theory is that
any light at all can be matched in terms of subjective effect by a suitable

mixture of white light and a single monochromatic light, ie.
ZL() = L+ L, (3-1)
where L()‘-r) is the luminance of light at wavelength A\ g (r=1,2,3...) (i. e. the

left hand side represents a general light source) and Lw the appropriate white

light luminance and L)\ the appropriate luminance of monochromatic light of
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FIG. 3.10
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wavelength X\. The purity p is defined as

P = L)‘/L (3-2)
w

and X\ is termed the dominant wavelength. The total luminance is defined as

L=1L, +Ly (3-3)
The three parameters L, p, and X\ can define -~ in terms of subjective
experience -- any light source at all. Let Ui be the number of quanta per
summation time, per summation area, detected by the ith mechanism (i=1, 2,3)
When light defined by L, p, \ is incident at the eye.

Ui can be considered as made up of two components -- that due to the mono=-

chromatic light, and that due to the white light., The white light luminance is
L - pL = L(l-p)

and the chromatic luminance is pL
Let

1 “m
O'i :T——_):—— Si ()\) d\ (3'4)
m o )‘o

(where )\rn’ )‘o define the upper and lower limits of the visible spectrum)

Them the contribution to Ui of the white light component is
Ui =0, I(1-p)

and that due to the chromatic component is
Ui = Si (\) pL

Thus altogether

U, = o, L{l-p) + S, (\)pL

Let
M, =S.-0
i i i
Then
Ui = criL + pLMi (3-5)




The information received by the brain is the magnitude of the three
quantities UI’UZ’U3' With each of these quantities there will be associated a
shot noise with an RMS amplitude of '\]Ui. This shot noise will determine how
small a change in the stimulus may be reliably identified as a change -- and
not just a random fluctuation. Let ISUi be the smallest change in Ui that can
be so identified. Then, approximately
3 6U°
5 i
=1 Y

=1 (3'6)

This is, in effect, the condition for unit signal/noise ratio. A change in the
stimulus, giving rise to the variation (6U,, 6U,, 6U3), may occur in three in-
dependent ways -- a change (AL) in luminance, L, a change (Ap) in purity, p,
or a change (A\) in the dominant wavelength, \. Let 6LUi, 6p Ui’ 5X Ui(i=1,2,3)
be the variations in Ui (i=1,2,3) for just noticeable differences AL, Ap and Ax

in the stimulus. '

From equation (3-5),

6, U; = (o; + pM;)AL

L1 -

8,Ui = LM;Ap (3-7)
M.

6, U, =pL i Ax

AT PR SE

Substituting from (3-7) and (3-5) in (3-6)

D>
|
M w
5
+
X
1]
[

3 M,
aptL £ 1 = 1 (3-8)
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Let
L/ALZ2 = Fy(p)r)
1/ LAp? | = F2(p\) (3-9)
1/ Lp2AN? = Fi(p\)

Then from (3-8)and (3-9),

F (pN) = 2Z(e; +pM;)

Fz (p)\) = z (3-10)

F3(p)\) = = ( d\

Conclusion

The functions of the LHS of equations (3-10)represent the color and
brightness discrimination characteristics of the eye. On the RHS occurs the
purity coordinate p, the spectral function Mi -- which is, by definition, a
function of wavelength only, and constants ¢;. Thus, it is implied in these
equations (3-10) that Fl’
of p and X\ only. Thus a first step in verifying these theoretical derivations
would be to show that L/ALZ, LApZ, LpZAXZ, -- where AL, Ap and A\ are

the j.n.d's -- are all independent of L.

F2 and F3 (as defined in equations (3-9)) are functions

For example Figure 3-11, taken from Reference 3-7, shows that over a wide

range of illumination AL is proportional toN L, ie L/AL2 is indépendent of L.

3.2.6 The Sine Wave Representation of Optical Phenomena

Sine wave analysis is very familiar in electronics. We speak of the
sine wave transfer function of networks and the equivalent sine wave represen-b
tation of signals.
Mathematicall?, given a function of time f(t), its Fourier Transform is

defined as

-0

+00 .
Flw) = g fix) et gt (311)
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The complex derived function F (w) completely defines f(t). In fact f(t) can

be derived from it by the inverse process

+00 .
f(t) = % g F(eo) ¢ do (3-12)

- 00

Networks that transmit signals can be defined in terms of their response
to sine waves of various frequencies. From this transfer function, various

pulse responses can be calculated, in particular the impulse response. ‘Let

H(w) be the sine wave transfer function of a network and let h(t) be its response
to a unit impulse.

The Fourier Transform of the unit impulse is

+00 ]
h(w) = S 1(t) e ¢t at, I(t) = 0, t=0

- 00

+00
=1 S‘I(t)dt =1,t=0

- 00

Thus the Fourier Transform of the impulse response of the networks is

1xH(w). Taking the inverse transform of this we have

1 +00 ot
h(t) = 2w S H(w)e'® dw (3-13)

-~ 00

In the case of an ideal low pass filter of cut-off frequency € we can define

H(w) as follows

I}
[-—

H(w) oiooz _<__$'22

=90 w2> Qe

The phase characteristic (i. e. the argument of H(w)) is equivalent to a pure

time delay of infinite magnitude and can be ignored for practical purposes.
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Substituting in equation (3-13)

+
h(t) — 5 elwt dw

2wit €
(3-14)

e sinQ2 t

. 2 (singt ,
T Qt

This is the familiar sin x/x function.

Sine wave analysis is used in many other contexts. In some cases it appears
a very natural idea, in others as a highly unreal mathematical procedure.

Thus in the case of electromagnetic waves in the visible range
there is an intuitive feeling that various spectral components of a light source
have a real, separate, physical identity. There is virtually no interest in the
actual electric vector waveform of the radiation from a discharge lamp. The
light is thought of solely in terms of its spectral content, ie., in this case it
is not f(t) that is of interest but the modulus of F(w), | F(w)| .

In the case of electronics, both frequency domain and time domain
concepts are intuitively satisfactory. Sometimes a signal will be observed
directly on a CRT, less often its Fourier Transform will be observed on a
spectral analyser. Networks are usually defined in terms of their frequency
response (e.g., '"3db down at 20 kcs''), less often in terms of their pulse
response (e.g,lp s rise time, 10% overshoot).

An unusual, but very significant application of sine wave tech-
niques in optics describes images and optical equipmént. Mathematically
a plane image is a two dimensional function of brightness e.g. b(x,y). We

may define a two dimensional Fourier Transform of this

400 400

B(u, v) = S S blx,pe Hux +va) 4 dy - (3-15)
o0 [0 ] X )
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This may be compared with equation (3-11).

In like manner an inverse transform restores the original function

400 400

bix,y) = —— g g Blu, v)e % F YY) gy ay (3-16)
42

-00 -00

The characteristics of optical instruments can also be specified in terms of
sine wave analysis. As with networks the ''impulse'' response may be cal-
culated. This will be the diffraction pattern produced by the instrument of a
point source of light. As an example we may consider the Fraunhoffer
diffraction of a two dimensional aperture:

Let a point source be located (at infinity) on the central axis of an
optical system that passes through an aperture A (fig. 3-12). Consider the
formation of the image at +©, Let axes O Oy be drawn in the plane of the
aperture such that the central axis point is (0,0). Let OZ be the third axis,
corresponding with the central axis as shown. Letl,m,n be the direction
cosines of any ray directed towards the imaée plane: (1 and m) can be con-
sidered as the coordinates of any point in the image. Take an element dxdy
at (x,y) in the aperture plane A. The contribution of this element to the image

intensity at (1, m) will be a wave

ei(wt + %\T—r (Ix + my))

where w is the electromagnetic wave frequency and (1x + my) is the path length
difference between the wave originating from the point (x,y) and the wave
coming from the point (0,0)in the aperture plane. This wave function can be

written as

. . 2m
e1wt ol % (1x + my)

By superposition, the total intensity of the wave at (1, m) will thus be
wt

I(1, m)xei

where
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.2
I(1,m) = gg H(x,y)e' X (Ix + my) dxdy

where H(x,y) defines the transmission character of the diffracting aperture

Putting
21X - 2my B
\ = U \ = v

This last expression becomes

I(1,m) = N S‘g Glu +mv) e Cdudy (3-17)
42

where the integral is evaluated over the whole aperture.
In the case of an infinite slit, the problem becomes unidimensional
and H takes a simple form

H(u,v) =1 U< U < Q2

1l
Q

UZ ZQZ

2L,

Where 2 = .

Where L is the half width of the slit

Then
Q.
1) = ?.Ln MY gy

-Q

This is exactly the same form as in (3-14) and then

AQ SinQ21
) = = “gr—

The first zero of this function occurs at 21 = 7/,

. s _ "-I'I;
1€, T Ll - 2

. _ A
ie. 1 = 50




Note that in this analysis I is the amplitude of the electromagnetic wave. The
brightness -- as made evident to our eyes and physical instruments -- is
proportional to 2. Thus if we are to apply the full range of Fourier techniques
to optics -- i.e., specify both instruments and images in terms of Fourier
Transform-- then the image must be analyzed not in terms of the brightness
b(x,y) as in equations 3-15 and 3-16, but in terms of I. However, for the pur-
poses developed in this report the brightness b(x, y) and not the intensity I, is
the important physical parameter and for this the sine wave analysis techniques

defined by equations 3-15 and 3-16 are appropriate.

3.2.7 A Theory of Peripheral Retinal Sensing

Reference has been made in a recent paper (Ref. 3-8) to the use
of Fourier techniques in optics and particularly in physiological optics.

In electronics the method is very well established for linear
systems. Thus an electronic signal may be described in the time domain --

e.g. f(t) -- or in the frequency domain, e.g.,

400

Flw) = S £(t) e 1t gt

-0
Similarly an electric four pole network may be described in terms either of
its frequency response (transfer function),

GQ»)=.A(w)ei¢h»)

(where A(w) is the amplitude and ¢(w) the phase characteristic) or by its

impulse response,
400
glt) = -21; S‘ Glw) e tduw
-0

Analogously, in optics the 'isignal" may be regarded as a two di-
mensional luminance function, b(x,y) (cf f(t)). (For the present purpose this
function is preferable to the electromagnetic wave amplitude function of which
b(x,y) is the square.) The function b(x,y) may be expressed in the two

dimensional frequency domain;
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400 +00
Blu,v) = g S‘b(x,y) ~ilxu tyv) dxdy.

%0 oo
$00

cfl Flw) = gf(t) e 10t g

- 00

In some cases the phase component of a signal or network may be
unimportant. For example, in audio transmission the phase characteristic
of a circuit is generally ignored, and audio signals are usually described in
terms only of their amplitude/frequency characteristics. For video trans-
mission, however, both phase and amplitude characteristics are important.

It is suggested that the general distinction between cases in which
phase is important and those in which it is not -- a distinction of practical
significance in electronics -- may usefully be applied to explain, or provide a
basis for an explanation of, the difference between foveal and peripheral vision.

Some such explanation would appear to be necessary since peri-
pheral vision is not simply a less acute form of foveal vision but is of a some-
what different nature. The peripheral retina is sensitive to relatively high
frequency spatial detail yet has a very poor ability to perceive form -- for
example alphabetic characters. In foveal vision, on the other hand, the
sensitivity to high frequency detail and letter sensing acuity appear to be well
correlated.

Although the sensory capability of the fovea is much greater than
that of any other part of the retina of the same angular size, the total sensory
information capacity of the peripheral retina must be much greater than that of
the fovea. This is evidenced, for example, by the fact that most of the optic
nerve fibers terminate in the peripheral retina. Thus, from the point of view
of information channel capacity, peripheral vision would appear to be much
more important than foveal vision. It is logical to seek meaningful descrip-
tives of the sensory characteristics of this very important part of the visual
sense.

In the case of foveal vision, these characteristics (neglecting color)
are essentially acuity and liminal brightness discrimination. An external

image having a 'grain! and contrast corresponding to these foveal parameters
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will generally be judged as being of good quality and all the detail that is to be
seen in the image can be seen. There is, in other words, an efficient match
between the information content of the image and the information sensing char-
acterisitics of the fovea. A similar match cannot be made with the peripheral
retina. When the grain size in the image is adjusted to match the peripheral
grating acuity -- ie. sensitivity to sharp edges -~ there is far more detail in the
image than can be seen by the peripheral retina. For example, alphabetic char-
acters five times the grain size will be clearly defined in the image yet cannot
be identified by the peripheral retina. For example, alphabetic characters five

time the grain size will be clearly defined in the image yet cannot be identified

by the peripheral retina. If, on the other hand, the grain size is adjusted so

that it does correspond with the smallest test letter than can be identified, then
the image will appear fuzzy, due to the loss of sharp edges. In other words, it
is not possible to match an image efficiently to the peripheral retina using the
same parameters that were adequate to form a match with the foveal retina.

A simple mathematical model is proposed to explain the difference
between peripheral and foveal vision.

An analogy may be drawn between peripheral vision and the aural
sense. The input stimulus to the ear is a one dimensional pressure time func-
tion p(t), and to the eye a two dimensional luminance function b(x,y). The ear

can detect high frequencies, e.g. 10 kc
p(t) =sinw t, v = Z'rrlo4 cps

ie., it has a time resolution of 100,pus. Similarly the peripheral retina can

resolve relatively fine gratings e. g., 10 minutes of arc 20° from the fovea,
b(x,y) = sin wx w =127 lines per degrees

ie., it has a spatial resolution of 10 minutes of arc. However, the ear can detect
the 'form’ of the function p(t) -- well enough, for example, to enable Morse Code
signals to be recognized -- only up to a time resolution of the order of 100 ms.
Similarly the peripheral retina, at 20° from the fovea, can detect the form of
b(x,y) -- well enough to enable alphabetic characters to be recognized -- only up
to a spatial resolution of the order of several degrees.

It is well known that the ear does not respond to the function p(t) it-
self, but rather to its power spectral content, averaged over periods of time

of the order of 100 ms -~ ie. to a function of the form,
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T+
Plw,T) = S\ p(t) R dt
T =T
where T is the order of 100 ms. It is hypothesized that, analogously, the
peripheral retina responds not to b(x,y) -- as does the fovea -~ but to the
spatial power spectral content of b(x,y) averaged over areas of the order of a

few square degrees, ie. to a function of the form,

B(u,v,X,Y) = SS‘ b(x, y) elUX ¢ vy dxdy
R(X,Y)
where the double integral extends over a closed area R, the position of which
is defined by X,Y. In the analogy with the ear, R is the analog of T and X, Y
the analog of T. 7 is totally or largely independent of T but R is probably a
strong function of X, Y.

The advantage of the theory is that it offers a simple mathematical
model to explain, in qualitative terms, the difference between peripheral and
foveal vision. It is hypothesized that the peripheral retina operates analog-
ously to the ear in that is senses the power spectral content of the stimulus --
not the stimulus itself, At best, this may prove to be only a crude approxima-
tion to reality, but it may nevertheless be of value as a framework on which to
build a more accurate model using experimental quantitative data.

The spectral analysis, hypothesized for peripheral sensing could
actually be autocorrelation of the function b(x, y) by the retinal neural networks
connecting the 108 photoreceptors to the 108 optic nerve fibers. Alternatively
instead of autocorrelation of b(x,y) with itself, the process might be cross
correlation by b(x, y,t) with b(x,y,t + 6t). This would introduce the time vari-
able, indicating a possible connection between the acute peripheral sense of
motion and movement, and the hypothesized spatial spectral analysis function

of the retina.

3.2.8 Signal Processing Techniques of Nature

In certain cases the human senses do not absorb all the information
contained in the 'signal! impinging on them. For example, the visual sense
responds to electromagnetic radiation over a certain band. However, no
information is obtained about the actual wave intensity as a function of time,

Thus, if an electromagnetic wave defined by the electric vector
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E = E)

is incident at the eye the only information that is absorbed is a limited amount
of spectral information, averaged over periods of time that are very long
compared to the period of vibration of the electromagnetic wave. For all
practical purposes the actual stimulus can be regarded as a power spectral

distribution, defined by

+00

Plw) = g E(t) e 1ot g¢

-00

It is usual to consider this function in terms of wavelength \, where,

It is important to note, however, that only a very limited amount of information

about P(w) is derived. The results of color matching experiments indicate
that P(w) is 'sampled’ at three different frequency bands and the only information
obtained is the value of these three samples. It is for this reason that
stimuli having completely different spectral distributions may appear, sub-
jectively, to be identical.

Another example can probably be seen in the case of peripheral
vision, where -- as discussed elsewhere -- there is evidence to suggest that
the subjective response is to the spatial spectral power density function
averaged over areas of the order of a few square degrees -- depending on the
distance from the fovea.

Thirdly, it is well known that the ear does not respond to the pressure/
time function at the ear but rather to its power spectral content, averaged
over periods of the order of 1/10 sec.

These three important examples of spectral sensing in nature
suggest the possible existence of a general principle -- worthy of bionic study
-- that might be applied in engineering science.

Let it be supposed that a sensing process involves detection of the
function f(x). From the point of view of pure mathematics it is perfectly leg-

itimate to consider the function defined in this simple way. Practically, in
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-any case involving physical observation, there will be a finite degree of

accuracy -- ie in any attempt to measure f(x) the result will be

f(x)+n{x)

where n(x) can be described as a noise function. Furthermore, measurements
cannot be made at infinitesimally small sampling intervals. Thus the result

of any sensing process may be described asa set of numbers

c. = f(xr) + n(xr)

where X1 “¥p is the sampling interval and r is an index specifying a particular

sampling interval.

It may be shown that any function ¢(x), that contains no frequency

components above 2 ; that is, such that

+00
S dlx)e ™ ¥Fax = o w> Q
-0

is completely defined by the 'time series" n, Where

n, ~ ¢(Xr)
and

- = Q
Xr+1 xr m/

It may further be shown that, under the stated conditions,
40
p2}

. X
ox) =% n Sin 7 (& - 1)

(3-18)

Tr(% - 1)

where
A = 7/Q

It does not follow that the samples o, of an unrestricted function

f(x) define a band limited version of this function, according to equation 1.
However, a function of the form of equation 3-18 represents a good approxi-
mation to the band limited version of the function f(x), and probably represents

the best possible approximation to the function F(x).
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The Fourier Transform of the function derived from the samples

o of f(x) can be shown to be
(0 <w <_1r/'r)

+00 .
F(w) = _Zoo o.re-lrw‘r

The power spectral desity is given by

Pw) = |F<w) 2 - F(e) FE)
+00 . +00 .
_ -irTWT +irwT
- .%:o v_.e .Zoo Ure
00
= z UP @0S pwT
0
400
where Up = 2 Z Ty Trip p#0
400
T ¢? =0
-0 T P

Let us consider the case now of a function f(x) defined only over a

finite range of x; corresponding to just N+l samples T

N
Then f(x) = Z ¢ gin T (X - r)

_ T A

r=0

17(%‘ - r)

N
and P(w) = Z U cos pwT (3-19) -

0 P

N
= ) -

where Up 2 it o-ro-r+p (3-20)

Let us suppose that some sensing mechanism can give complete information
concerning P(w). Then it follows from equation 3-19 that all the coefficients
U p=0,1,2...N are determined by the sensing process. Then the N+l equa-

tions (3-20) can be solved uniquely for the 0. except for an ambiguity of sign




and time. That is, if the set o is a solution then -0 and :l:crN_r are also
solutions.

The important conclusion to be drawn is that it takes just as many
parameters to define P(w) as f(x), and correspondingly -- except for the two
ambiguities in sign and time -- f(x) is completely defined when P(w) is com-
pletely defined. This is in spite of the fact that P(w) -- being the power spec-
tral function -- contains no phase information.

It is generally assumed that the ear senses the spectral compostion
of sound energy. If the spectral density were fully and accurately sensed it
can be seen from the above analysis that almost all the information about the
actual pressure time function could be derived. Since it is well known that
this is not the case -- and that it is very unlikely that the brain fails to extract
as much information as possible from the sensor signals -- it follows that, in
the case of the aural sense, there must be incomplete spectral sensing.

This is certainly the case for color vision. The spectral distri-
bution of luminous energy is not at all accurately sensed by the color mechan-
ism. The luminous energy spectral distribution P(w) may be said to be
""sampled'' at three (broad) values of w. This fact, in turn, manifests itself
in the color matching phenomena. If sound sensing is in fact also incomplete
spectral sensing why is it that similar sound matching phenomena are not
observed? Thatis, it should be possible to match any sound at all (of a given
duration) with suitable combinations of a finite number of pure tones (of equal
duration).

It is postulated that the reason that no such phenomena have been
observed is that the spectral analysis performed by the aural sense is not
fixed, as in the case of color vision, but is variable. That is, although only
a finite, restricted, amount of information can be obtained, at any one time,
about the sound spectrum P(w) -- for example the energy falling in certain
bands -- the kind of information that is selected can be modified -~ eg by

shifting the sampling bands.

Conclusion
Examples have been given of the use in nature of incomplete spec~
tral sensing of a function. The fact that sufficient information can be extracted

in this way to enable the organism to function effectively in its environment
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suggests that similar sensing methods might usefully be employed in

engineering.
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3.3 Engineering Applications

3.3.1 Introduction

This section is devoted to a discussion in some detail of the
engineering applications suggested in the previous report (see Ref., 3-1).

The engineering applications derived from the current study are
not as readily defined in detail at this timme, since they relate to a much more
difficult part of the visual process, and also the systems to which any such
applications might be tied are not fully developed, Essentially these systems
are of the kind that would operate, automatically, with visual patterns -- just
as simple photocell systems now operate with the ''one-bit' average brightness
of a scene over one, defined, region. The development of these pattern sensing
optical systems may prove to be based on the fact that the visual sense does
not -- except for the very small foveal region -- sense the point by point
brightness function of the viewed scene but, possibly, a limited amount of the

spatial spectral content of this function.

3.3.2 The Applications of Oculometry

An engineering analysis of the human eye system previously made at
Allied Research (see Ref. 3-1) showed thatthe oculomotor apparatus is of funda-
mental significance to the total operation of the visual sense. Gorrespondingly, a
number of important applications in (visual ) human engineering were recog-
nized for oculometry -- the instrumentation technique to measure the direction
of the axis of regard of the eye. In general these applications result in a sub-
stantial improvement in man's visual capacity to act as an element in a total
man/machine system.

The very non-uniform nature of the eye's perceptive field requires
that it function in some respects like a PPI radar antenna. (TLis is a narrow
beam antenna that is continuously rotated, at about one revolution per second,
usually around a vertical axis.) In order to see detail clearly, the eye must
be mechanically oriented so that the image of this detail falls over the very
small part of the retina -- the fovea -~ which has maximum perceptive capa-
bility. The angular accuracy to which it must, and does, track viewed detail
is of the order of 5 - 10 minutes of arc -- which is close to maximum foveal
acuity (approximately one minute of arc). Spatial information is derived by

the brain from the oculomotor system of the eye in much the same way that
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the PPI radar picture information is derived through sensing of the radar
antenna's angular position. The radar beam, in itself, is not capable of
yielding complete spatial detail -- correspondingly the retina is not capable

of accurate sensing of large-scale detail. Not only is oculomotor tracking
very accurate, it is also extremely rapid -- in fact the neuromuscular system
responsible for the control stabilization and motion of the eye must be rated as
one of the most sophisticated of such systems in the body.‘

Although the foveal part of the retina is used to perceive detail, the
peripheral retina is of great importance in the total visual sense. Its per-
ceptive capability per unit angular area is quite poor - compared to that of
the fovea - but the total amount of information absorbed by the peripheral retina
at any time is much greater than that absorbed by the fovea. This is clear both
from the known structure of the retina (e.g., the distribution of optic nerve
fibers over the retina ) and also behaviourly, in terms of the loss of visual
capability when the peripheral retina is blind.

A principal application of oculometry is in certain high performance
control systems, in which only a human operator can perform the control task.
For example, the guidance of an air-to-ground missile against targets that have
a characteristic signature only the human eye/brain system can detect.
Oculometry can be applied to increase the performance of the human operator

from the limit now set by his ability for conscious action to the much higher

limit set only by his ability for visual perception. Such improved performance

will be of significant value in high performance systems that must depend on
human control action.

Another application of oculometry is a television éystem in which
picture quality is non-uniform, and matehed to the perceptive characteristics
of the retina. In this way a remote visual capability approaching that of normal
vision with the naked eye may be attained with bandwidth economy.

Several oculometric methods have been used in the last few years
in research projects simply to measure eye motion. As indicated above, how-
ever, a number of applications exist for an oculometer, not simply as an open
loop measuring device, but rather as part of a closed loop system. Develop-
ment of these applications requires that the technique of oculometry be advanced
from its present experimental laboratory status to operational form. Addition-
ally, research is required into the operation of systems employing the human

oculomotor system in an external closed loop.
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The two principle applications are discussed in the remainder
of this section. The instrument itself - the oculometer - is discussed in
Section 3. 3. 3.

A, Command Control

There are many control tasks assigned to a human operator,
usually because of his unique pattern sensing capability. Thus, for example,

a human is generally required to control a missile tracking telescope (or
camera). When the missile tends to move out of the field of view, the oper-
ator senses this, and by conscious neuromuscular action changes the orienta-
tion of the camera in order to bring the missile back into the center of the field
of view. All such hand-eye coordination control tasks contain a closed feedback
loop to which the man contributes the steps:

a. perception of the visual situation

b. neuro-muscular control action - usually some form of
manual control.

Closing the loop is the inanimate part of the system, which translates the neuro-
muscular control action into changes in the visual situation (See Fig. 3-13).

1. Most of the sluggishness and inaccuracy of the operator is
contained in step (b) above, i.e., in his conscious neuro-
muscular control action.

2. Spatial information can be read out directly from a human
by means of oculometry. In this way the most inefficient
and undesirable part of the operator's action is eliminated.

The benefit of this application of oculometry is that when, as is often the case,
overall system performance is limited by the human operator characteristics,
this performance can be improved by oculometric readout from the human
operator,

As in any feedback system, sluggishness and inaccuracy in the
feedback loop will result in deviation of the controlled quantity from its desired
value. In many human operator systems, the sluggishness and inaccuracy of
the human is the limiting feature of the system.

Figure 3-14 illustrates how oculometry can be applied to the problem
of controlling a man-guided missile. Figure 3-15shows howthe same system
must operate without oculometric control. It can be seen that with oculometric

control the feedback loop.is much shorter.
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There are other possible applications in a wide range of
human control tasks, e.g., orbital docking, readout from a radar PPI
display, weapon fire control, etc.

The ability of the eye to function directly as a control element
as described above depends on:

1. the static pointing accuracy of the eye

2. the dynamic performance of the oculomotor servo

system.

Under conditions of steady fixation the nominal axis of regard
is directed to an accuracy of the order of 5 - 10 minutes of. arc. This is
illustrated in Figure 3-16, taken from Reference 3-9, which shows the one
region of the position of the axis of regard during a 30 second period of fixa-
tion. Figure 3-17 taken from Reference 3-10 shows that the median amplitude
of eye movement after a one second period of fixation is 3 minutes of arc.

The dynamic characteristics of the eye have been measured.
For a 30° movement Westheimer found that the eyes could track, reasonably
accurately, a 3 cps sine motion (Ref. 3-11). For constant velocity targets"
he reports that, after a delay of 150 = 250 ms, the eyes move with the velo-
city of the target. Small saccadic motions of the order of 1° then occur back
and forth around the target. The transfer function of the physiological servo
system controlling eye motion has been measured (Ref. 3-12). The results
are shown in Figure 3-18. Gaim and phase characteristics are given for
both predictable and unpredictable target motions (of 5° amplitude ). It has
been shown that the oculometer apparatus is equivalent to a sampled data
control system (Ref. 3-13).

There is a substantial body of data in the literature indicating
that the eye is controlled in steady fixation to a high degree of accuracy
(5 - 10 minutes of arc -- i.e., about 0.2 percent of the total dynamic range
of possible eye motion) and also that its dynamic characteristics are com-
parable, for example, to those of IR and radar homing heads. Thus the
human eye/brain combination can be thought of as a target seeking device
with a performance similar to simple automatic homing devices but with the
unique feature that it can operate with a complex signature -- such as an

""enemy' tank. Automatic devices can operate only with simple signatures




l

FIG.3-16

TYPICAL FIXATION AREA DURING
A 30 SEC PERIOD OF TIME

90°
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FiG.3-18

GAIN AND PHASE RELATIONSHIPS FOR CONTINUOUS
PREDICTABLE AND UNPREDICTABLE TARGET MOTIONS
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such as infrared radiation. (Automatic pattern sensing devices are being
developed but are presently at an elementary stage.) In the normal use of
the human operator (i.e., without oculometric read out from the eye ) the
same unique pattern sensing function exists but the dynamic characteristics

are substantially inferior to the automatic homing devices.

System Application - TV Guidance

A typical control application of oculometry is to meet a requirement
for an air-to-surface missile capable of achieving accuracies of the order
of several feet against point targets such as armored vehicles. It is desired
that such a weapon be fired from a high speed fighter at ranges of several
thousand yards and that evasive maneuvers of the fighter be initiated immed-
iately after missile firing, to avoid the tactic by the attacking aircraft of fly-
ing the line of sight to the target behind the missile.

Of prime importance, in meeting the above requirement, is the develop-
ment of a suitable guidance system capable of discerning and tracking the tar-
get. A very fundamental question in relation to this problem is whether it
will be possible to sense the target automatically, (say from the missile) or
whether the guidance system must include a human operator. Heretofore it
has not, in general, proved feasible to guide battlefield missiles automatically
onto point targets. Future systems, such as pattern recognition and automatic
lockon devices for homing in on the target, may be some time coming. Present
systems which utilize the human operator are objectionable because of sluggish-
ness and inaccuracies caused by conscious neuro-muscular control.

As a result of this study, a new approach to human operator utilization
has been formulated which avoids the sluggishness and inaccurate neuro-
muscular control action inherent in present hand (stick) controlled sys'tems.
Broadly, the concept requires the operator simply to look at the target: while
he does this the direction of the axis of regard of his eye is monitored. This
monitored data is converted into continuous real time target bearing signals
that are transmitted to the missile as it approaches the target.

The technique of measurement of eyeball orientation is referred to here

as oculometry, and the instrument to measure such orientation as an oculometer.
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Suppose that a practical oculometer exists, capable of measuring eye-
ball orientation under operational conditions to within five minutes of arc,
over a range of eye motion of * 10° vertically and horizontally from a
reference axis.

The following is presented as an illustrative example of how such an
oculometer could be used in an air-to-ground guided missile system. The
advantages to be gained by using oculometry in this particular example are
Pointed out: they are typical of the benefits resulting from the application of
oculometry to many human operator systems.

The pilot (P), flying the missile carrying plane, observes a target (T)
at any range between, say, half a mile to several miles (Figure 3-19). The
pilot wears a special helmet (H) fitted with a TV viewing-device (Figure 3-20).
He can view normally through a half silvered mirror (M) which may also pro-
ject an image of the TV screen (V) into his eye.

The plane carries a missile (M) which is fitted with a TV camera (C)
and a steerable optical system G (Figure 3-21). This latter consists of a
gimballed mirror/lens system capable of being oriented on command from the
oculometer in the pilot's helmet. In this way the TV central axis (X) can be
pointed anywhere within, say, 20° of the missile central axis. A radio com-
munication link (L) exists between the missile and mother plane. Video sig-
nals are transmitted from the missile, and optical axiS‘steering cormmands are
sent from the plane to the missile.

Before the actual attack is initiated, the pilot will have normal vision to
view his instruments and to look out of the cockpit window. During this time
the attitude of the helmet, relative to the plane, will be continuously monitored.
This information will be used to control the direction of the optical axis of the
camera in the missile that is being carried under the wing of the aircraft.

As soon as the pilot spots a target (Figure 3-22 ) that he wishes to attack he
will press the fire button, keep his eye on the target, and - if he has not al-
ready done so - move his head so that the circular reticule, corresponding to
the edge of the TV field of view, contains the target. As soon as the fire but-
ton is pressed the pilot's eye direction, relative to the center of the TV field,
will be monitored by the oculometer. As the pilot moves his head to make the
reticule contain the target, the angle detected by the oculometer will decrease
until it is less than the half width of the TV system, i.e., about 5°. As soon
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as it falls to this value the following three things will automatically happen
(Figure 3-23):

1. The missile will be fired.

2. The television picture coming from the missile will be immediately
displayed to the pilot by means of the helmet mounted TV screen.
The brightness of this screen will be sufficient to wash out the
pilot's direct view -- by transmission through the half silvered
mirror -- over an area equal to the angular size of the TV screen,
i.e., about 10°. Over the rest of his vi sual field the pilot will, _
as before, be able to see through the half silvered mirror the visual
scene lying in front of his eyes.

3. The camera axis in the missile -~ which up to this moment will have
been slaved to the angular attitude of the helmet - - will be controlled by
signals coming from the oculometer measuring the direction of
pointing of the pilot's eye. This control loop will be designed to
bring whatever detail the pilot chooses to look at (i.e., the target)
to the center of the TV screen. When this control action has been
accomplished, the TV camera axis in the missile will necessarily
be pointing at the target. Thus the angle between the camera axis
and the missile will be related to the current flight path error of
the missile, and may be used to activate a missile-borne homing
guidance system to bring the missile into a collision course with
the target.

A very important aspect of this system is that, at the instant the missile
is fired, the detail contained in the TV picture will correspond almost exactly
with that part of the external scene washed out by the TV image (Figure 3-23).
There will, therefore, be no interruption of the pilot's view of the target. At
the instant before the missile is fired he will see it by direct view, and

immediately after firing -- in almost exactly the same place -- by TV. That

is, it will not be necessary for him to change the direction of pointing of his
eye in order to see the target in the TV screen. There will be no acquisition
phase of the guidance function subsequent to his pressing the firing button.

As soon as the missile has been fired the pilot's only guidance task
will be to keep his eye on the target -- i.e., to "'look-at' the target -- as it
appears in his headset TV screen (Figure 3-24).



In the act of perceiving the target the pilot will naturally, and quite
unconsciously, orient his eyes so that the image of the target falls over the
acute part of his retina (fovea centralis ). The oculometer will sense this
eye motion and cause a command to be sent to the steerable optical system
(G) in the missile. This will reorient the TV axis so that the target detail
will be made to fall over the center of the TV system (e.g., Figure 3-25).
The oculometer will constantly monitor the pilot's eye position and cause
whatever detail he chooses to look at to fall over the center of the TV
system. To do this the steerable TV axis in the missile will be constantly
directed at the target, and thus, will constitute a directing line for the
missile-borne guidance system. As can be seen from Figure 3-26, the flight
path error angle 0 (i.e., the angle between the velocity vector and the line
joining the target and the missile) is given (in the simple illustrative two

dimensional case) by:

6=y -~ «a

where @ is the angle of attack and ¢ is the angular deviation of the TV axis
from the missile axis. Thus, by measurement (or estimation) of the angle
of attack, @ , an error angle can be deduced in the missile, from which
optimum actuator commands can be computed. '

During the flight of the missile to the target, the pilot's eyes will be
used as the target sensing device and will not therefore be available all the
time for direct vision. However, for most of the flight time of the missile
the pilot would be able to flick his eyes momentarily away from the TV screen
in order to monitor the flight situation of his own aircraft. These rapid
flicks involve very high angular rate motions of the eye that can easily be -
distinguished from the relatively slow target tracking rates. A cut-out system
can be employed to prevent these flicks from causing spurious motion of the
camera axis in the missile.

Throughout the flight of the missile the pilot will be free to move his
head in any way. Only a very §ma11 area of his visual field will be obstructed
by the TV screen (Figure 3-24 and 3-25). Almost all of his peripheral vision
will be free for direct vision. For many of the operations of flying an air-
craft, peripheral vision may -- for short periods -- be adequate. It could,
for example, be used as a safety monitor of a preprogrammed evasive

maneuver to be executed immediately on firing the missile (Figure 3-27.).
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B. Remote-Eye Vision - An Enhancement of the Visual Sense

Remote-Eye Vision is a TV system designed to provide a more com-
plete visual sensation than ordinary TV. In its ultimate form, it would yield a
visual sensation indistinguishable from reality. The subjective effect would be
identical to that derived with the eye located at the camera - thus the name
Remote-Eye Vision. This enhancement of the visual sense extends to remote
distances, the full visual capability of man.

The primary limitation of ordinary TV is that under normal viewing

conditions the TV image covers a very small part of the retina - approximately

only 1/3 percent of the total area. Because most of the sense organ is not
activated, ordinary TV fails to provide a sensory effect that even approximates
"remote experience.' Thisisincontrastto soundtransmission systems, in

w hich the sensory requirements of the ear can be so well satisfied as to render
it sometimes impossible, for example, to distinguish between recorded music
and a live performance. Since ordinary TV requires a bandwidth of the order
of 5 mc and the TV image covers only 1/3 percent of the retina, it might
appear that any significant increase in size of the TV image would be infeasible
due to excessive bandwidth requirements. In proportion, a picture of an angular
width of 2w steradians would require approximately a 1.5 kmc bandwidth. Yet
it is the 11m1tat1on of f1e1d of view that prevents presently existing TV systems
from funct1on1ng as true extensions of the visual sense.

Thus it is clear that in order to realize the new dimensions implicit

in Remote~-Eye Vision the essential problem to be solved is how to provide, in

a practical way, the full field of view that can be utilized by the eye. Without

a wide field, TV is not a substitute for direct vision - with it, the exciting

possibilities of complete duplication, or extension, of the human visual sense

are opened up.

The impression we have that our eye presents us with a large detailed
picture is an illusion. When the eye is fixed steadily at a single point only a
very vague impression is gained of the visual scene at other points. The
Physiologi cal reason for this is that the retina is not uniformly acute over its
whole area. It is only in the very small foveal region that it is capable of per-
ceiving detail. In the normal operation of the visual sense the eye muscles
must rotate the eye so that the image of the detail of interest falls over the

fovea.

Je—



At the fovea, the photoreceptors are mostly cones, packed
very closely, each with a 'private line'' optic nerve fiber leading to the brain.
Away from the fovea the total number of photoreceptors falls off, and also the
proportion of rods to cones increases (see Fig. 3-28). In the peripheral areas
of the retina groups of photoreceptors are connected ''in parallel" throﬁgh
various synaptic connections in the retina itself. This is illustrated in Figure
3-29. Thus it is clear that the information flux to the brain, per unit area of
retina, varies very considerably over the surface of the retina. It is highest
at the fovea and lowest in the far peripheral part of the retina.

It becomes clear now that the very problem that seems to make
Remote-Eye Vision infeasible - namely how to transmit the vast amount of

electrical and optical information in a wide angle, detailed picture - exists

for the eye as well. Nature has solved the problem by very s-ensibly avoiding
it. There is no need for a wide angle picture of uniformly high quality. The
brain (presumably) would be incapable of processing or utilizing the vast
amount of information involved. Accordingly, the eye is constructed both
"electronically' (i. e. in the retina) and optically to transmit to the brain a

wide angle picture of variable quality. This makes the eye ''feasible' - i.e.

the simple 180° lens system of the eye does not have to give sharp undistorted
images over its whole field of view. Thus the optic nerve trunk is kept to a
reasonable size (a one minute of arc acuity over the whole visual field would
require an optic nerve trunk as thick as the eye itself). A similar approach
makes Remote-Eye Vision feasible.

In conventional TV no attempt is made to engineer an efficient
match at the interface between man and machine. TV design has, formerly,
simply involved the generation of an external image. Yet from the systems
point of view the objective should be to inject a picture into the human nervous
system, i.e. the TV image should be projected onto the retina in such a way
that its information content is at all times matched to the perceptive capa-

bility of the part of the retina on which it falls. To do this the orientation

of the eyeball must be monitored by the TV system. Thus a vital component
of Remote~Eye Vision Television - which is of necessity a one viewer per
camera system - is an oculometer to measure the orientation of the axis of
regard of the viewer. The television image will be of variable quality. The

highest quality part of the picture will always be projected on to the fovea. -
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Figure 3-30 shows the general arrangement of a variable quality
TV system. The TV camera, monitor, and associated equipment are ar-
ranged so that at all times the center of the image plane of the camera corre-
sponds to the center of the monitor image plane and the quality of the picture
(e. g. resolution) is a function only of the angular distance from this central
point.

Figure 3-31 illustrates the form the TV image would take. The
oculometer monitors the position of the eye of the viewer and orients the vari-
able optical axis unit - e. g. a gimballed mirror - (VOAL) in such a way that
the high quality part of the image (at the center of the monitor tube) always .
falls over the fovea. It also controls VOA2 so that at all times the center of
the TV camera tube is illuminated by that part of the scene that the viewer
wishes to fixate.

In this system the eye is free to scan over the whole angular
field of view. No matter in which position it settles, the TV system always
arranges itself to transmit to the eye a picture, the quality of which is every-
where matched to the perceptive capability of the retina on which it is made to
fall,

"Note that the TV system itself - e. g. the surface of the picture
tube - is stabilized on the retina. The scene being viewed is, however, not
stabilized, and its image will move over the retina in a normal fashion.

The nature of the peripheral picture degradation that would be
used is of great significance. The whole point of the system is that high
quality can be achieved, with bandwidth economy, when the peripheral retina
is supplied with information in a form it can accept. Thus development of
the ultimate form of the system will require exact knowledge of peripheral
retinal sensing in order that maximum bandwidth economy can be realized
with a completely realistic display.

Relafively little is known about the sensing characteristics of
the peripheral retina. Acuity, defined as the ability to resolve a grating, has
been measured as a function of angle from the fovea. However, although
acuity (together with the liminal brightness discrimination function) com-
pletely defines foveal vision, peripheral vision cannot be described in this
simple way. Thus, for example, a grating subtending one minute of arc can

just be resolved by the fovea. Alphabetic test letters are just identifiable
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when they subtend about 5 minutes of arc. Ata point in the periphery where
the grating acuity has fallen to 10 minutes of arc it might be thought that, in
proportion, a test letter would be resolvable when it subtended 50 minutes of
arc. It will be found however that at such a point the letter must subtend
many times this angle to be resolvable. Letter-resolving acuity falls off
much quicker than grating acuity, as a function of distance away from the
fovea. Peripheral vision is thus not just a less acute form of foveal vision.
It is possible that it functions more as a sensor of the spatial spectral content
of the image rather than of the image itself. This is analogous to the ear,
which senses not the actual pressure/time function at the ear, but rather the
spectral content of this function.

A first approach to Remote~Eye Vision, employing lower reso-
lution in the peripheral TV image, cannot be expected to result in a perfect
match between the TV system and the retina. Nevertheless this simple first
approach eould constitute a substantial improvement over ordinary TV, where
no attempt at all is made to match the TV system to the variable characteristics
of the retina.

The results of the evaluation of an initial Remote~Eye Vision
system would throw considerable light onto the exact nature of peripheral

vision - in a way that could not be done by any other method.

System Application - Remote Interaction

Man's normal interaction with his environment may be regarded
as a closed loop information exchange process, as illustrated in Figure 3-1.

Man absorbs information from the environment via his senses, processes it,

and then - according to his preconceived goals or will - exerts an effect on

the environment by means of his motor capabilities. This effect may be by

hand, foot, speech, facial expression, etc. Essentially the 'effect' is a
return to the environment of information from the man.

The to-and-fro information flux can be recognized within the
body itself where the loop is closed by the brain - which is functionally con-
nected to the outside world solely by data links.

The analogy between man's interaction with his environment
and a typical feedback control system (as illustrated in Fig. 3-32) has been

recognized for some time. The three basic elements of each system are:
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1. ' information sensing devices

2. motor devices

3. central data processing system

In the layout design of inanimate feedback control systems, the
central data processing device is located wherever is most convenient. If
there are special difficulties associated with its location close to the environ-
ment which is being controlled, it may be located remotely, and connected to
the sensing and motor devices by information transmission lines.

Analogously, man may wish to interact wnith a remote environ=-
ment when there are special difficulties associated with his actual physical
location at the environment. He may do so by mail, or by telephone, (both
potentially information exchange processes) or even by a combination of tele-
vision and remote manipulators.

Two very important limitations of most remote control arrange-
ments are noted:

1. The remote sensory and motor devices are very inefficient,
or are coupled very inefficiently to man's sensory and
motor organs. For example, television is very inadequate
as a remote extension of the visual sense. Less than 1/2%
of the total retinal surface is activated by the image of a
500 line television picture, under normal viewing conditions.

2. In most remote control situations an extra control loop is
involved. The man is in contact with both his local en-
vironment, and the remote environment.

The result of the first limitation is that the effective data rate
between the man and the remote environment is inevitably less than in the
case of the normal interaction of a man with his environment. With tele-
vision, for example, only a very small fraction of the data capacity of the
visual sensory channel to the brain is uséd to convey information from the
remote environment.

The second limitation means that the brain does not operate in
its normal mode in relation to the remote environment. When the central
data processing unit in an inanimate feedback control system is located
remotely, the form of the loop is not changed. The control unit receives

~data only from the remote sensor and can actuate only the remote motor device.
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Thus, for such inanimate control systems, remote operation can be made
virtually indistinguishable from non-remote-operation. In the conventional
human remote control arrangement, on the other hand, the brain receives
data both from the remote and local environments, and generates motor activity
directly, only in the local environment. Thus quite apart from any limitation
that may exist in the data links, the brain cannot operate in relation to the
remote environment, as it would were the man actually located in that environ-
ment.

In ordinary remote control systems therefore man does not
have a true ''remote presence' capability because he is mainly in contact
with his local environment.

It is the purpose of this section to draw attention to the theo-
retical and practical significance of the concept of Remote Interaction - a
system that may allow a man to function in a remote environment without
actually being there.

Remote Interaction is defined as an ideal system in which zero
delay, distortionless information links (including sensors and transducers)
are provided for all of the human sensory and motor contacts between a man
and a remote environment. The arrangement of the sensors and transducers
at the remote location could be in replica of the human form.

A man using such a system would, by definition, suffer a sub-

jective experience of the remote environment identical to that of normal on-

the-spot contact with the environment. Furthermore, his ability to perform
any task in the remote environment would be judged, objectively, as being
identical to his normal on-the-spot functional capability. It may be noted
that in Remote Interaction, both the limitations of conventional remote oper-
ations, discussed earlier, are absent.

The purpose of going to the moon or planets is not to locate
the human body atthese places buttoplace a human into normal contact with
these environments. At presentthis canonlybe done by travel. Thus space
travel has become synonomous with our space goals. Remote Interaction,
by virtue of its definition, is a completely equivalent alternative to travel and
for this reason is, at least, of theoretical significance. Travel means re-
location of the body, and thus of the sensory and motor organs. Proved that

distortionless extensions of the senses and motor organs are available, the
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total effect of body relocation can be obtained without transportation of the
body.

An ideal Remote Interaction system is clearly impractical. It
might also be thought that the best possible practical approach to it would be
a very expensive system, very difficult to make, that would be so inferior to
the theoretical ideal as to be of little value.

This may not be so however. In the first place, very little
serious engineering effort has been devoted to the technological problems of

providing efficient remote extensions of the human senses and motor organs.

High fidelity sound probably represent the only well developed sense (hearing) .
and motor (speech) remote extension system. Itis éuggested that there are
no insuperable problems involved in making efficient extensions of most of

the other important senses and motor organs. The data rates of the senses
appear to be within the state-of-the-art. Likewise the important motor
systems of the body involve only a relatively small number of pivot points and
degrees of freedom. Although construction of an adequate Remote Interaction
system might well prove to be a major undertaking, there does not appear to
be any fundamental physical limitation involved that could make it impossible.
The approach to be followed, in developing the various sensory and motor
extensions, would certainly involve an engineering analysis of the corre~
sponding human systems, in order that the maximum pos sible coupling ef-
ficiency be attained. As will be described later, probably the most difficult
sensory extension system to construct - remote vision - becomes, at least,
potentially feasible when the system structure of the human visual mechanism
is understood.

Secondly, the magnitude of the development program needed to

construct a Remote Interaction system must be judged in relation to the size
of the total space program. Any method of space exploration seemed in-
feasible to many people only a few years ago. The conventional method now
being pursued, of transporting a man to the remote location and bringing him
back again, itself requires a prodigous technological effort. Should it be
possible therefore to use Remote Interaction to augment manned operations,
developmént of a Remote Interaction system might well prove to be economical.
Thirdly, the limitations of a practical Remote Interaction system -

which must necessarily be inferior to the idealized conceptual system - should
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be judged against the very real limitations of direct, manned exploration. It
must be recognized that man will never be able to explore the moon or planets
in the same sense that our ancestors explored the jungles of Africa or the
polar regions. He will always have to wear a space suit of some form and
the full range of his sensory and motor capabilities can, therefore, never be
brought into natural contact with all these extraterrestial environments.
Remote Interaction could actually prove to be a more 'natural' way of exploring
certain alien environments, since the sensory and motor organs may thereby
be brought into contact with the environment more effectively than would be
possible directly through a cumbersome life supporting space suit. There
are some environments in which man may never be able to locate his body no
matter how well protected he may be.

The practical significance of the concept of Remote Interaction
is, therefore, that construction of a practical Remote Interaction system -
although a major undertaking - appears to be technically feasible; the very
special difficulties and inherent limitations of manned exploration of extra-
terrestial environment suggest also that it might be worthwhile.

As a first step, towards practical implementation of the con-
cept, the overall requirements of the sensory and motor links and transducers
may be determined for a remote Robot system adequate to either:

1. perform a very narrow range of tasks, e.g. to use a wrench,

2. perform a range of tasks, e.g. to assemble a space station,

3. provide a wide range of human skills and sensory capabilities

as might be required to explore and exploit an unknown en-
vironment such as the Martian surface.

From the specifications of the necessary transmission links
and transducers, an estimate can be made of the practical feasibility of this
approach. The advantages and disadvantages of Remote Interaction in terms
of functional performance and cost, can be balanced against the corresponding
advantages and disadvantages of the conventional method of physically trans-
porting an astronaut into the remote environment.

A physical implementation of the Remote Interaction Concept
would consist of three main elements - coupling devices to be fitted to the
senses and motor limbs of the man, an assembly of sensors and mechanical

actuators at the remote location, and a two-way transmission link between the
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man and the remote environment.

The sensors and actuators in the remote environment might be
assembled into a configuration that would look like a robot in outward physical
appearance. Itis proposed, however, to introduce a special word - Humanoid -
to describe the remote part of the system. The word robot, as generally
understood, means a mechanical 'man' with its own (machine) will and intelli-
gence that can function independently of direct human control. The system
of sensors and actuators that would be deployed at the remote location as part
of a Remote Interaction system, is clearly not a robot as defined above, since
it has no intelligence of its own, but is simply a remote extension of the
functional capabilities of a man. Whereas both a Humanoid and a robot might
look and behave like a mechanical man, a robot is controlled by its own in-
animate, preprogrammed computer, a Humanoid will be controlled by a human

The Humanoid will have sensory detectors corresponding to all
the principal senses - e. g. vision, hearing, finger touch, etc., but excluding
the myriad touch and pain sensors all over the body that, while essential for
the maintenance of the body, are not really involved to any signicant extent in
man's interaction with his environment. @ The Humanoid sensory detectors
would be coupled to the senses of the man controlling it. Thus the man would
have a "Humanoid's-eye-view' of its environment. He would see nothing of
his own local environment - a remote visual capability far better than ordinary
TV is postulated. The muscular action of the man, by hand, arm, finger, etc.,
would be monitored and made to command functionally identical Humanoid

motion. As the man moved his arm and fingers, he would feel his own arm

move (kinesthetic sense) but it would be the Humanoid limbs that he would see -

moving and they would appear to fall within his field of view just where he
would expect to see his own limbs were his eyes free to monitor the local
environment. If the Humanoid's hand should come into contact with an object
in its environment, the man would experience a sensation of touch which would
correlate well with his visual sense showing the Humanoid's hand touching the
object, and also his kinesthetic sense of hand position. In this way a large
fraction of the significant sensory cues would be duplicated. The number,
form and kind of data inputs would be engineered into the human system; the

human data processing and control mechanism (i. e. the brain) would be
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operating in its normal mode. The man would - to a large extent - be in
effective contact with the remote environment through the body of the remote-
ly located Humanoid: he would feel himself to be "in'" the remote environment.

The various subsystems of this system are considered below:
SENSES

Vision
Vision will generally be the most important sense - in

the present context - because it represents the largest single

sensory channel capacity into the brain.

The inadequacy of ordinary television as a remote ex-
tension of the visual sense is evident both physiologically and
by practical experience. Only 1/3% of the retinal surface is
covered by a 500 line television picture under normal viewing
conditions. Thus most of the 106 optic nerve fibers that link
the retina to the brain are not used. The extreme impairment
of general visual capability imposed by the narrow field of an
ordinary TV system, can be readily appreciated by artificially
constricting the field of the eye from the normal value of about
180° to the same size as a TV screen at normal viewing
distance - i.e. about 9°. It will be found that functional per-
formance in carrying out many everyday tasks is then very
adversely affected.

In spite of the apparentinadequacy of television, the actual
data flux is high. Thus in domestic television, approxi-
mately 7 x 106 resolvable picture elements are displayed per

second. The actual data rate to the brain from the retina must

also be of this order, since there are only about 106 optic nerve
fibers and the reaction time of the eye is between 1/10 and 1/100
second. Thus it appears that the inadequacy of television is

not due to a limited data flux capacity, but rather to the fact

that the television picture is not matched to the retina. It is

of uniform quality (in resolvable elements per unit area) where-
as the perceptive capability of the retina is very non-uniform.
The use of ordinary television as a remote viewing device in the
proposed system appears to represent an extremely poor man/

machine interface design.
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A television system for the Humanoid should be con-
structed in which the television image itself is stabilized on
the retina, independent of eye motion, with the optical axis of
the camera slaved to the angular attitude of the viewer's eye.
In this way the image of the remote scene would not be stabi-
lized, but would move over the retinal surface in just the same
way as if the eye were observing the remote scene directly.
With the television image stabilized on the retina however, the
video data flux could be tailored to the sensory requirements
of each part of the retina - thus allowing a much greater area
of the retina to be covered without unduly increasing the total
data flux through the television system.

A television system of this type would require measure-~
ment of the direction of pointing of the eye of the viewer, with
use of this information to control both the projection of the
monitor image into the eye and the angular attitude of the
camera axis. Experimental techniques are available for
measuring eye motion and could be developed into a suitable
operational form.

The optical axis of the remote television camera would
move like a remote eyeball, constantly flicking over the viewed
scene in response to the motion of the viewer's eye. Trans-
mission delays between the man and the Humanoid would proba-
bly limit the range of this system to about 10, 000 miles. At
this range there would be a delay of about 1/10 second between
a movement of the eye and a corresponding movement in the
received picture.

It is recognized that not enough is known of the nature of
peripheral vision to enable the most efficient match possible to
be made between the retina and the television system. However,
enough is known to enable a considerable improvement to be
made over present television systems. Research, to find
more exact qualitative and quantitative descriptions of peripheral
vision, would undoubtedly be an important part of a program to

fully develop this form of remote viewing.
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Touch

From the point of view of providing remote manual
dexterity, sense of finger touch would be an important part of
the Humanoid system.

The remote Humanoid would be fitted with a number of
touch sensors on its fingers, and these would be linked to
corresponding touch simulators fitted to the fingers of the
man controlling it. It is possible that a fairly small number
of touch sensors, less than 100, would provide an adequate

remote sense of touch for both hands.

Balance

To some extent this could be a '""subconscious' closed
loop within the Humanoid itself. This would tend to mitigate
stability problems arising from the 1/10 second round trip
communications delay at the 10, 000 mile maximum range.
Hearing

This might be useful for certain applications and would

obviously be a very easy sense to instrument.

MOTOR FUNCTIONS

Arm, Hand and Finger Motion

The man in the system would be fitted with sensing

devices to monitor the position of his arms, hands and fingers.

These signals would be transmitted to the Humanoid and used

to command identical remote limb motion.

Feet Motion

As above, to the extent demanded by the actual system
design. For many applications it might be preferable for the
Humanoid to move on wheels rather than on feet. In this case
the man ’might operate foot pedals which would control the

motion of the vehicle directly.

SReech

This could easily be incorporated as necessary.

3-99

P



‘UOTSSTW POUUBW }SITF
a3 jo peaye sieadk
Texsaas paysijdwoode
uorjesojdxs yeunry

K119
reded sty atedwt Ajqeaspis
-u0d pTnom Ae[9pP UOTIED
~TUNWWOD *23s 7 /1 7 9y}
g ‘yjied uo pajedor 3q
pPIMOd I210JJUO0D UBWINY)
11910 uoow 03 IIT[OIIUO0D
urwiny yoyedsyq ‘uoows

JO 9o®JINS 0} UO ‘233
suorjedTUnwiwoo ‘satpddns
zomod yjtm walshs ayy

jo uorjaod ao01A9p pue] 3JCS

‘0L6T-L961

1un Ajqeqoxd o't
si193sooq 98ae] Ai9a joO
juswdo2A9p 103 3Te M

f3r11qeded

uingax ayes o91qeral
£1y81y 2A13 03 paatnbaax
s193sooq a8ae] Aiop

‘uon
~-exo7dxa Jeun- Terjtuyl

‘s1seq Teuorjexado
ue uo ‘roajed aoeds jo
3108 Aue jno Buifized

JO Ys®l 9y} STqISedF

-ut A[Tema1A Ispusaa

01 se‘ *230 Teonydeadwr
‘oatsuadxe ‘JMOIFIIP

0s 92I® Spoyjlow juasaad

‘yjaed

UO po3edOo] IDT]O0IJUOD
YIIM 31I0 UT PaUoIle)s
Appusuewaad prourwny

*}IqI0 WOJIJ pu® 03
sjneuoajse Jo Surhiis g

‘spotxad ajqejdrpaxdun
3I0Ys JOJ 31qJI0 03Ul
uew e jo juswhordap
a1qetrax pue prdea

(q) 10 3110 UT UBW

® J0 @d5udasaaxd juelsuod
ay} (e) 19312 2aInb
-2 1M swdjshs yong

‘319 ‘aeog-eulqg
«*3+0 ‘sajr(reles Arel
=TT [e3rqro 103y 301td

*§[003 PIz1
-1ewads A1ySiy jo paau
aY3 InNoOYIIM pue ‘sjneu
-oxjse oy} 03 xa8uep Aue
INOYITM JNO PITIIEBD 3q
ued satedax Teuxaixy

‘UIqQED 9Y} UTYITM WOIj
neuoaise ue Aq paIoIIUOD
aq TTIM YoTym ‘prourwngy
osodand 1ersual

Aq Ino patxied jyerosdeds
ay3 03 satedax TeUIIIXY

*S7003
pa11013ucd Ajojourad
paziteroads A1ysry 10
s3ms aoeds aamdajoad
Areay A1dA 9sn a8ty

*satedax

TRUIDIXS deW O} JJeld
-soeds ay} aprsino of 03
jneUOI}S® UR IO ]IS
-soduwt 10 3MOYIIP LI1dA
aq Aew 31 (¥mT3 UoTIER
-1peax ysd1y ‘*8's) seouels
-WINOJIID UTE}IID Idpuf

*1yerd9oeds pauuewW
jo atredaax jyS1yy ul

*(eanyre;

0} 2WIT] UBIW MOT

® jo 931ds ur) a1qIsedy
ATTe2TUIOU0D3 W0d3q
ued swalshs xao1dwod
9I0J ‘Snje}s d1WwouU
-oo0 aroyj Surdoueyud
sny3} ‘swajsks 93I[[a3es
Teuotjexado Ino 1Te

JO DWITIAFI] UT @SB IDUJ

‘prouewnpyy
ay3 Aq paatedsaa usyj pue
poyoeoadde aq ued s331]

-1o3es Aymej reys os £3171q
-eded Sutisanauew 31qI0
-a9jut ue Buraey (atedax

~3J1®s 10j) sprourwWInp
om3 3seay 1 YIIm
£y1110%03 atedaa 3uniqao
ue Jo JULdWYSIIqeIsH

239 ‘931[[9IEBS MU ®

3O youney 2yl Yitm suwidl
-sAs aamyooyap Buroeidaax
‘suwiajsAs yons jo Ajrxad
-wod pue 9z1s 3y} Juny
-3ty ‘AaTTqeriea Y3ty
L1aa yjm syusuodwiod
Juisn Aq pautelre aq ued
9311 Teuoryeaado Suory

sxeak g7 10 Qo1 ‘g “°8°°
- 93171 Suo7 A1qeUOS®EOI
© 9ARY 9I0J2I9Y3}

3snuw A9y3 OTWIOUODD
2q o ‘yBiy ST sway
-s4s asoy) Jo 3800 Y],

032 ‘TeD1307

-ox09jow ‘Teuoriedraru
SUOTIED TUNUILIOD

«3+0 ‘swalshs ajI[Toles
Teuotjexado jo ared

-91 pue 9dUBUIIUTEIN

uoryniog pesodoxrg
jo sadejueapy

uoryniog pasodord

uomrNIog JUISIIJ

paAToAUT waTqold

qseL

II I1dVvV.Ll

3-100




The first requirement indicates that the measurement should
be optical in nature. The third indicates that the front surface of the eye,
rather than the retina itself, should be viewed by the optical sensor. The
fourth requirement then indicates that it should be the area within and on the
pupil/iris boundary that should be tracked since this part of the eye is neces-
sarily always exposed when the eyes are being used.

A unique feature of the new method, to be described, is that
two points in the eye are located. In this way eye position can be measured
independently of the lateral position of the instrument relative to the head

and thus requirements (2) and (1) above may both be satisfied.

Description of Method

One of the simplest methods of eye position measurement is
that of direct observation of the position of the pupil. The position of the
pupil may be sensed by a special TV scanning system, acting as a pupil
tracker (Fig. 3-33).

» The position of the pupil, relative to the head, defines the
orientation of the eyeball. However, any movement of the measuring device
(i. e. the pupil tracker) relative to the head will cause large errors.

This new method of eye measurement does not require that the
measuring device (i. e. oculometer) be rigidly fixed to the head. It involves
measurement of the position of both the pupil and the center of curvature of
the front corneal surface of the eye.

The front corneal surface of the eye acts as a concave mirror
with a reflection coefficient of approximately 2. 5 percent and radius of curva-
ture 7. 7 mm. The posterior surface of the cornea and other surfaces in the
eye have much lower reflection factors, so that an easily identified, unique,
image (Y) of an external point X is formed by reflection in the front surface.
The external point, its (virtual) image by reflection, and the center (C) of
curvature of the front corneal surface of the eye all lie on one straight line
(Fig. 3-34).

The basic measurement method is illustrated in Figure 3-35.
A scanning TV system acts as a pupil tracker. Associated with it, on the
same optical axis, is a CRT display of a circle (X), the position (and radius)
of which can be controlled electronically. The pupil tracker senses any

deviation of its scan pattern from both the pupil and the image (by corneal
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FIG. 3-33
SIMPLE METHOD OF OCULOMETRY
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reflection) of the circle X. (It may be noted that the pupil appears, after
refraction at the cornea, to be about 2.5 mm within the eye, and the image
of X (when at infinity) to be about 3. 8 mm within the eye.) Any deviation of
the scan pattern from the pupil causes the scan pattern to be repositioned in
a closed loop servo control action. Any deviation of the scan from the image
of X causes the position of X to be changed in a second servo loop. (Not
shown are other control actions i.e. adjustment of the diameter of the scan
pattern and the amplitude of the sinusoidal component of the scan.) |
When both the servo loops shown in Figure 3-35 have per-
formed their function the image (Y) of X in the cornea, and the apparent
center (Z) of the pupil will appear - to the pupil tracker - to be in line. The
geometry under these conditions is as shown. Relevant detail is shown again
in Figure 3-36. The distances YC (r;) and ZC (r,) are constants for any
given eye. Applying the sine rule to the triangle ZYC;

I T2
Sin(6; +62) = 5Sin(6;+ )

where 0, 6; are the (electronically) measured bearing angles of the center of
circle (X) on the CRT, and the position of the pupil scan.  is the angle
between the principal axis of the eye and the optical axis of the oculometer.
(The principal axis of the eye is defined here as the line joining the center of
curvature of the front cérneal surface and the apparent center of the pupil.)

Using small angle approximations

rp (61 + 6) -6,
r

Y

ry0; + 6 (rp - 1y)
ry

Substituting nominal values (for a standard eye) of r; r,,

_ 3.8 1.4
V=572 o5 0
As shown in Figure 3-35 the desired angle § is computed, as above, from
61 and ez.
Note that ¢ is derived independently of the lateral position of

the eye relative to the oculometer.
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Error Analysis

The principal source of error, which will define the accuracy

of the instrument, is the finite sharpness, regularity, repeatability, etc., of
the iris ed<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>